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Abstract- Digital image processing is the use of 

computer algorithms to perform image processing on 

digital images. As a subcategory or field of digital 

signal processing, digital image processing has many 

advantages over analog image processing. It allows a 

much wider range of algorithms to be applied to the 

input data and can avoid problems such as the build-

up of noise and signal distortion during processing. 

This paper explains what is image processing, types, 

digital image processing, and also the history, tasks 

and applications of it.  

Index Terms- Digital image processing, algorithms, 

analog image processing 

I. INTRODUCTION 

Image processing is a method to convert an image 

into digital form and perform some operations on 

it, in order to get an enhanced image or to extract 

some useful information from it. It is a type of 

signal dispensation in which input is image, like 

video frame or photograph and output may be 

image or characteristics associated with that image. 

Usually Image Processing system includes treating 

images as two dimensional signals while applying 

already set signal processing methods to them.  

It is among rapidly growing technologies today, 

with its applications in various aspects of a 

business. Image Processing forms core research 

area within engineering and computer science 

disciplines too.  

Image processing basically includes the following 

three steps: 

 Importing the image with optical scanner or by 

digital photography. 

 Analysing and manipulating the image which 

includes data compression and image 

enhancement and spotting patterns that are not 

to human eyes like satellite photographs. 

 Output is the last stage in which result can be 

altered image or report that is based on image 

analysis. 

Purpose of Image processing 

The purpose of image processing is divided into 5 

groups. They are: 

1.      Visualization - Observe the objects that are 

not visible. 

2.      Image sharpening and restoration - To create 

a better image. 

3.      Image retrieval - Seek for the image of 

interest. 

4.      Measurement of pattern – Measures various 

objects in an image. 

5.      Image Recognition – Distinguish the objects 

in an image. 

 

Types 

 

The two types of methods used for Image 

Processing are Analog and Digital Image 

Processing. Analog or visual techniques of image 

processing can be used for the hard copies like 

printouts and photographs. Image analysts use 

various fundamentals of interpretation while using 

these visual techniques. The image processing is 

not just confined to area that has to be studied but 

on knowledge of analyst. Association is another 

important tool in image processing through visual 

techniques. So analysts apply a combination of 

personal knowledge and collateral data to image 

processing. 

Digital Processing techniques help in manipulation 

of the digital images by using computers. As raw 

data from imaging sensors from satellite platform 

contains deficiencies. To get over such flaws and to 

get originality of information, it has to undergo 

various phases of processing. The three general 

phases that all types of data have to undergo while 

using digital technique are Pre- processing, 

enhancement and display, information extraction. 

 

Digital image processing is the use of 

computer algorithms to perform image 

processing on digital images. As a subcategory or 

field of digital signal processing, digital image 

processing has many advantages over analog image 

processing. It allows a much wider range of 

algorithms to be applied to the input data and can 

avoid problems such as the build-up of noise and 

signal distortion during processing. Since images 

are defined over two dimensions (perhaps more) 

digital image processing may be modeled in the 

form of multidimensional systems. 
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II. HISTORY 

Many of the techniques of digital image processing, 

or digital picture processing as it often was called, 

were developed in the 1960s at the Jet Propulsion 

Laboratory, Massachusetts Institute of 

Technology, Bell Laboratories, University of 

Maryland, and a few other research facilities, with 

application to satellite imagery, wire-

photo standards conversion, medical 

imaging, videophone, character recognition, and 

photograph enhancement. The cost of processing 

was fairly high, however, with the computing 

equipment of that era. That changed in the 1970s, 

when digital image processing proliferated as 

cheaper computers and dedicated hardware became 

available. Images then could be processed in real 

time, for some dedicated problems such 

as television standards conversion. As general-

purpose computers became faster, they started to 

take over the role of dedicated hardware for all but 

the most specialized and computer-intensive 

operations. 

With the fast computers and signal 

processors available in the 2000s, digital image 

processing has become the most common form of 

image processing and generally, is used because it 

is not only the most versatile method, but also the 

cheapest. 

Digital image processing technology for medical 

applications was inducted into the Space 

Foundation Space Technology Hall of Fame in 

1994. 

In 2002 Raanan Fattal introduced Gradient domain 

image processing, a new way to process images in 

which the differences between pixels are 

manipulated rather than the pixel values 

themselves. 

III. TASKS 

Digital image processing allows the use of much 

more complex algorithms, and hence, can offer 

both more sophisticated performance at simple 

tasks, and the implementation of methods which 

would be impossible by analog means. 

In particular, digital image processing is the only 

practical technology for: 

 Classification 

 Feature extraction 

 Pattern recognition 

 Projection 

 Multi-scale signal analysis 

Some techniques which are used in digital image 

processing include: 

 Pixelation 

 Linear filtering 

 Principal components analysis 

 Independent component analysis 

 Hidden Markov models 

 Anisotropic diffusion 

 Partial differential equations 

 Self-organizing maps 

 Neural networks 

 Wavelets 

 

Pixelation: In computer graphics, pixelation  is 

caused by displaying a bitmap or a section of a 

bitmap at such a large size that individual pixels, 

small single-colored square display elements that 

comprise the bitmap, are visible. Such an image is 

said to be pixelated  

 

Early graphical applications such as video 

games ran at very low resolutions with a small 

number of colors, and so had easily visible pixels. 

The resulting sharp edges gave curved objects and 

diagonal lines an unnatural appearance. However, 

when the number of available colors increased to 

256, it was possible to gainfully 

employ antialiasing to smooth the appearance of 

low-resolution objects, not eliminating pixelation 

but making it less jarring to the eye. Higher 

resolutions would soon make this type of pixelation 

all but invisible on the screen, but pixelation is still 

visible if a low-resolution image is printed on 

paper. 

 

Linear filtering: Linear filters process time-

varying input signals to produce output signals, 

subject to the constraint of linearity. This results 

from systems composed solely of components (or 

digital algorithms) classified as having a linear 

response. Most filters implemented in analog 

electronics, in digital signal processing, or in 

mechanical systems are classified as causal, time 

invariant, and linear. 

The general concept of linear filtering is also used 

in statistics, data analysis, and mechanical 

engineering among other fields and technologies. 

This includes non-causal filters and filters in more 

than one dimension such as those used in image 

processing; those filters are subject to different 

constraints leading to different design methods. 
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Principal System analysis: Principal component 

analysis (PCA) is a statistical procedure that uses 

an orthogonal transformation to convert a set of 

observations of possibly correlated variables into a 

set of values of linearly uncorrelated variables 

called principal components. The number of 

principal components is less than or equal to the 

number of original variables. This transformation is 

defined in such a way that the first principal 

component has the largest possible variance (that 

is, accounts for as much of the variability in the 

data as possible), and each succeeding component 

in turn has the highest variance possible under the 

constraint that it isorthogonal to (i.e., uncorrelated 

with) the preceding components. The principal 

components are orthogonal because they are 

the eigenvectors of the covariance matrix, which 

is symmetric. PCA is sensitive to the relative 

scaling of the original variables. 

 

Independent Component analysis: In signal 

processing, independent component 

analysis (ICA) is a computational method for 

separating a multivariate signal into additive 

subcomponents. This is done by assuming that the 

subcomponents are non-Gaussian signals and that 

they are statistically independent from each other. 

ICA is a special case of blind source separation. A 

common example application is the "cocktail party 

problem" of listening in on one person's speech in a 

noisy room. 

 

Hidden Markov Models: A hidden Markov 

model (HMM) is a statistical Markov model in 

which the system being modeled is assumed to be 

a Markov process with unobserved (hidden) states. 

An HMM can be presented as the simplest dynamic 

Bayesian network. The mathematics behind the 

HMM was developed by L. E. Baum and 

coworkers. It is closely related to an earlier work 

on optimal nonlinear filtering problem by Ruslan L. 

Stratonovich, who was the first to describe 

the forward-backward procedure. Hidden Markov 

models are especially known for their application 

in temporal pattern recognition such 

as speech, handwriting, gesture recognition, part-

of-speech tagging, musical score following, partial 

discharges
 
and bioinformatics. 

 

Anisotropic Diffusion: In image 

processing and computer vision, anisotropic 

diffusion, also called Perona–Malik diffusion, is a 

technique aiming at reducing image noise without 

removing significant parts of the image content, 

typically edges, lines or other details that are 

important for the interpretation of the 

image.
[1][2][3]

 Anisotropic diffusion resembles the 

process that creates a scale space, where an image 

generates a parameterized family of successively 

more and more blurred images based on a diffusion 

process. Each of the resulting images in this family 

are given as a convolution between the image and a 

2D isotropic Gaussian filter, where the width of the 

filter increases with the parameter. This diffusion 

process is a linear and space-invariant 

 transformation of the original image. Anisotropic 

diffusion is a generalization of this diffusion 

process: it produces a family of parameterized 

images, but each resulting image is a combination 

between the original image and a filter that depends 

on the local content of the original image. As a 

consequence, anisotropic diffusion is a non-

linear and space-variant  transformation of the 

original image. 

 

Partial Differential Equation: In mathematics, 

a partial differential equation (PDE) is a differential 

equation that contains unknown multivariable 

functions and their partial derivatives. (This is in 

contrast to ordinary differential equations, which 

deal with functions of a single variable and their 

derivatives.) PDEs are used to formulate problems 

involving functions of several variables, and are 

either solved by hand, or used to create a 

relevant computer model. 

 

Self-Organizing Maps: A self-organizing 

map (SOM) or self-organizing feature 

map (SOFM) is a type of artificial neural 

network (ANN) that is trained using unsupervised 

learning to produce a low-dimensional (typically 

two-dimensional), discretized representation of the 

input space of the training samples, called a map. 

Self-organizing maps are different from other 

artificial neural networks in the sense that they use 

a neighborhood function to preserve 

the topological properties of the input space. 

 

Neural Networks: In machine learning and related 

fields, artificial neural networks (ANNs) 

are computational models inspired by an 

animal's central nervous systems (in particular 

the brain), and are used to estimate 

or approximate functions that can depend on a large 
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number of inputs and are generally unknown. 

Artificial neural networks are generally presented 

as systems of interconnected "neurons" which can 

compute values from inputs, and are capable 

of machine learningas well as pattern 

recognition thanks to their adaptive nature. 

For example, a neural network for handwriting 

recognition is defined by a set of input neurons 

which may be activated by the pixels of an input 

image. After being weighted and transformed by 

a function (determined by the network's designer), 

the activations of these neurons are then passed on 

to other neurons. This process is repeated until 

finally, an output neuron is activated. This 

determines which character was read. 

 

 

Wavelets: A wavelet is a wave-

like oscillation with an amplitude that begins at 

zero, increases, and then decreases back to zero. It 

can typically be visualized as a "brief oscillation" 

like one might see recorded by 

aseismograph or heart monitor. Generally, wavelets 

are purposefully crafted to have specific properties 

that make them useful for signal processing. 

Wavelets can be combined, using a "reverse, shift, 

multiply and integrate" technique 

called convolution, with portions of a known signal 

to extract information from the unknown signal. 

IV. APPLICATIONS 

 Digital camera images   

Digital cameras generally include specialized 

digital image processing hardware -- either 

dedicated chips or added circuitry on other chips -- 

to convert the raw data from their image sensor into 

a color-corrected image in a standard image file 

format. Images from digital cameras can be further 

processed to improve their quality or to create 

desired special effects. This additional processing 

is typically executed by special software programs 

that can manipulate the images in a variety of ways. 

 

  FILM 

Westworld (1973) was the first feature film to use 

digital image processing to pixellate photography 

to simulate an android's point of view. 

 

 Intelligent transportation systems 

Digital image processing has a wide applications in 

intelligent transportation systems, such 

as automatic number plate recognition and traffic 

sign recognition. 
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