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Abstract–  In most communication system 

whether wired or wireless convolutional encoders 

are used and AWGN  introduces errors during 

transmission. Various error correcting and 

controlling mechanisms are present. In this 

paper all  mechanisms are studied and best 

mechanism on the basis of accuracy, complexity 

and power consumption is selected.  There 

should be trade off between complexity of 

hardware and power consumption in decoder. 

Index Terms- FEC, Block Codes, Convolutional 

Codes, ARQ, HARQ, Viterbi Mechanism. 

I. INTRODUCTION 

Unlike wired digital networks, wireless digital 

networks are much more prone to bit errors. 

Packets of bits that are  

received are more likely to be damaged and 

considered unusable in a packetized system. 

Error detection and correction  

mechanisms are vital and numerous techniques 

exist for reducing the effect of bit-errors and 

trying to ensure that the receiver  

eventually gets an error free version of the 

packet. The major techniques used are error 

detection with Automatic Repeat  

Request (ARQ), Forward Error Correction 

(FEC) and hybrid forms of ARQ and FEC (H-

ARQ). 

Forward Error Correction (FEC) is the method 

of transmitting error correction information 

along with the message. At  

the receiver, this error correction information 

is used to correct any bit-errors that may have 

occurred during transmission. The  

improved performance comes at the cost of 

introducing a considerable amount of 

redundancy in the transmitted code. There are  

various FEC codes in use today for the purpose 

of error correction. Most codes fall into either 

of two major categories: block  

codes [11] and convolutional codes [6]. Block 

codes work with fixed length blocks of code. 

Convolutional codes deal with data  

sequentially (i.e. taken a few bits at a time) 

with the output depending on both the present 

input as well as previous inputs. In  

terms of implementation, block codes become 

very complex as their length increases and are 

therefore harder to implement.  

Convolutional codes, in comparison to block 

codes, are less complex and therefore easier to 

implement. In packetized digital  

networks convolutionally coded data would 

still be transmitted as packets or blocks. 

However these blocks would be much  

larger in comparison to those used by block 

codes. The design of error correcting codes and 

their corresponding decoders is  

usually done in isolation. The code is often 

designed first with the goal of minimizing the 

gap from Shannon capacity [1] and  

attaining the target error probability. To reflect 

the concerns of implementation, the code is 

usually chosen from a family of  

codes that can be decoded with low 

―complexity‖ [2]. On the implementation 

side, decoders are carefully designed (see e.g. 

[3])  

for the chosen code with the goal of 

consuming low power while achieving the 

required decoding throughput2. This 

―division of 

labor‖ has been extremely successful and forms 

the paradigm behind many modern long-

distance communication system  

designs. 

Shannon-theoretic limits, complemented by 

modern coding-theoretic constructions [3], 

have provided codes that are  

provably good for minimizing transmit power. 

Can we develop a parallel approach in order to 

minimize the total system power?  

With simplistic encoding/decoding models, the 

issue of fundamental limits on total (transmit 

+encoding+ decoding) power has  
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been addressed in some recent works [4], [5], 

[6], [7]. These fundamental limits abstract 

power consumed in computational  

nodes [5], [6] and wiring in the 

encoder/decoder implementation and can 

provide insights into the choice of the code and 

its  

corresponding decoding algorithm. While such 

theoretical insights can serve to guide the 

choice of the code family, the  

simplicity of these theoretical models, which 

(to an extent) is needed in order to be able to 

obtain fundamental bounds, also  

limits their applicability. Even if the models 

are refined further, the large-deviations 

techniques used [5], [9] are usually tight  

only in asymptopia. Thus, at reasonably high 

error probability (e.g. 10-6 

) and small distances (e.g. less than five 

meters), it is  

unlikely that the bounds themselves can be 

used to give precise answers on what codes to 

use. Given the limitations of the  

fundamental bounds, how do we search for a 

total-power-efficient code & decoder? After 

all, for a given block length, there are  

super-exponentially many possible codes. 

Further, for each code, there are many possible 

decoding algorithms. Even when the  

code and its corresponding decoding algorithm 

are fixed, there are many possible 

implementation architectures. Even today, the  

design and optimized implementation of just a 

single decoder requires significant effort. It is 

therefore infeasible to implement  

and measure the power consumption of every 

code and decoder in order to determine the best 

combination. 

II. FORWARD ERROR CORRECTION 

[FEC] 

Forward error correction (FEC) is a digital 

signal processing technique used to enhance 

data reliability. It does this by introducing 

redundant data, called error correcting code, 

prior to data transmission or storage. FEC 

provides the receiver with the ability to correct 

errors without a reverse channel to request the 

retransmission of data.  

The first FEC code, called a Hamming code, 

was introduced in the early 1950s. It is a 

method adopted to obtain error control in data 

transmission where the transmitter sends 

redundant data. Only a portion of the data 

without apparent errors is recognized by the 

receiver. This allows broadcasting data to be 

sent to multiple destinations from a single 

source. 

 

Forward error coding is also known as channel 

coding. 

 

BLOCK CODE:- 

A block code is a code in which k bits (or, 

more generally, symbols) are input 

and n bits (or, more generally symbols) are 

output. We designate the code as an 

(n, k) code. We will start with bits, elements 

from the field GF(2); later we will 

consider elements from a field GF(q) (after 

we know what this means). 

If we input k bits, then there are 2k distinct 

messages (or, more generally q 

k 

). 

Each message of n symbols associated with a 

with each input block is called a 

codeword. We could, in general, simply 

have a lookup table with k inputs and n 

outputs. However, as k gets large, this 

quickly becomes infeasible. (Try k = 255, 

for example.) We therefore restrict our 

attention to linear codes. 

 

 Convolutional Codes 

Convolutional codes are codes that are 

generated sequentially by passing the 

information sequence through a linear finite-

state  

shift register. A convolutional code is 

described using three parameters k, n and K. 

The integer k represents the number of input  

bits for each shift of the register. The integer n 

represents the number of output bits generated 

at each shift of the register. K is  

an integer known as constraint length, which 

represents the number of k bit stages present in 

the encoding shift register [11].  

Each possible combination of shift registers 

together forms a possible state of the encoder. 

For a code of constraint length K,  

there exist 2K-1 possible states. Since 

convolutional codes are processed 
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sequentially, the encoding process can start 

producing  

encoded bits as soon as a few bits have been 

processed and then carry on producing bits for 

as long as required. Similarly, the  

decoding process can start as soon as a few bits 

have been received. In other words, this means 

is that it is not necessary to wait  

for the entire data to be received before 

decoding is started. This makes it ideal in 

situations where the data to be transmitted is  

very long and possibly even endless, e.g.: 

phone conversations. 

In packetized digital networks, even 

convolutional codes are sent as packets of data. 

However, these packet lengths are  

usually considerably longer than what would 

be practical for block codes. Additionally, in 

block codes, all the blocks or packets  

would be of the same length. In convolutional 

codes the packets may have varying lengths. 

There are alternative ways of  

describing a convolutional code. It can be 

expressed as a tree diagram, a trellis diagram 

or a state diagram. For the purpose of  

this project, trellis and state diagrams are used. 

These two diagrams are explained below. 

A. State Diagram 

The state of the encoder (or decoder) refers to 

a possible combination of register values in the 

array of shift registers that the  

encoder (or decoder) is comprised of. A state 

diagram shows all possible present states of the 

encoder as well all the possible  

state transitions that may occur. In order to 

create the state diagram, a state transition table 

may first be made, showing the next  

state for each possible combination of the 

present state and input to the decoder. The 

following tables and figures show how a  

state diagram is drawn for a convolutional 

encoder. 
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Finally, using the information from Table 1 and Table 2, the state diagram is created as shown in 

Figure 2. The values inside the  

circles indicate the state of the flip flops. The values on the arrows indicate the output of the 

encoder.   

 

B. Trellis Diagram 

In a trellis diagram the mappings from current 

state to next state are done in a slightly 

different manner as shown in Figure 3.  

Additionally, the diagram is extended to 

represent all the time instances until the whole 

message is decoded. In the following 

Figure 3, a trellis diagram is drawn for the 

above mentioned convolutional encoder. The 

complete trellis diagram will replicate  

this figure for each time instance that is to be 

considered 

 

 

 

 

 

III. CONCLUSION 

All error detection, correction controlling 

mechanisms has been studied. But it has been 

found that viterbi is most efficient error  

correction mechanism in long distance 

communication. Following points justify my 

view: 1. Now a days convolutional encoders 

are used in all communication at the 

transmitter and the transmitter channel is more  

prone to Additive White Gaussian Noise 

(AWGN) which introduces error in data. To 

correct errors either sequential  

decoding (Fano coding) or most likelihood 

mechanism (viterbi decoder) is used. But 

viterbi decoder corrects error  

exactly. 

2. Viterbi decoder assumes that errors occur 

infrequently, the probability of error is small 

and errors are distributed  

randomly. 
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