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Abstract- A recommender system produces a list of 

suggestions for users based on their preferences. It 

is an intelligent system that can help users to come 

across their interesting items. Recommender 

systems have attracted increasing attention lately 

due to the booming applications in online 

advertising. Recent studies demonstrate that 

information from social networks can be exploited 

to improve accuracy of recommendations. For 

organizing information, the recommender system 

incorporates data mining techniques into their 

recommendations using knowledge learned from 

the actions and attributes of the users. In this 

paper we study different Clustering techniques 

used in users profiling which enables us to get a 

quality recommendation. 

Index Terms- recommender system, collaborative 

filtering, similarity, Clustering, K-Means, SOM. 

I. INTRODUCTION 

Recommender systems are software tools and 

techniques providing suggestions for items to be 

of use to a user. With the development of web 

2.0, it had found a wide application in both 

social media websites (e.g. Youtube, Facebook, 

Myspace etc) and commercial applications. 

However the accuracy of prediction remains to 

be further improved [1]. Accurate 

recommendations enable users to quickly locate 

desirable items without being overwhelmed by 

irrelevant information. It is also of great interest 

for vendors to recommend those products that 

match the interest of each of the visitors of their 

websites and hopefully turn them into satisfied 

and returning customers.  

Obtaining recommendations from trusted sources 

is a critical component of the natural process of 

human decision making. With burgeoning 

consumerism buoyed by the emergence of the 

web, buyers ae being presented with an 

increasing range of choices while sellers are 

being faced with the challenge of personalizing 

their advertising efforts. In parallel, it has 

become common for enterprises to collect large 

volumes of transactional data that allows for 

deeper analysis of how a customer base interacts 

with the space of product offering. 

Recommender systems have evolved to fulfill 

the natural dual deal of buyers and sellers by 

automating the generation of recommendations 

based on data analysis. Recommender system 

roots back to several related research disciplines, 

such as Cognitive science, approximation theory 

and information retrieval etc. Due to the 

increasing importance of recommendation, it has 

become an independent research field since the 

mid 1990s . 

II. BACKGROUND WORK RECOMMENDER 

SYSTEM 

The goal of a Recommender System is to 

generate meaningful recommendations to a 

collection of users for items or products that 

might interest them. Suggestions for books on 

Amazon, or movies on Netflix, are real world 

examples of the operation of industry strength 

recommender systems [4]. Recommender 

systems are classified into three categories [2][3] 

on the basis of how recommendations are made:  

1. Content Based Recommender System 

2. Collaborative Filtering Based 

Recommender System 

3. Hybrid Recommender System 

 

. In content based approach, the users get 

recommended items similar to the ones preferred 

in the past. The system recommend items to 

users based on correlation between the content of 

items and the user preferencs [6]. In 
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collaborative approach, users get recommended 

items that people with similar tastes and 

preferences liked in the past [7]. The third 

category of recommender system combines both 

collaborative filtering and content based 

approaches [7]. 

III. RELATED RESEARCHES IN 

CLUSTERING USERS/ITEMS IN 

RECOMMENDER SYSTEMS 

In this section, we discuss significant work in the 

areas of Clustering techniques in recommender 

systems. 

 

Clustering is a division of data into groups of 

similar objects. Each group, called Cluster, 

consist of objects that are similar between 

themselves and dissimilar to objects of other 

groups. Representing data by fewer clusters 

necessarily loses certain fine details, but achieves 

simplification. Clustering is often one of the first 

steps in data mining. It identifies groups of 

related records that can be used as a starting 

point for exploring further relations. For 

example, the buying habits of multiple 

population segments might be compared to 

determine which segments to target for a new 

sales campaign. 

                 Collaborative Filtering system is the 

most  powerful recommendation technique and 

used in various web applications like in 

recommending books, movies etc. Despite its 

wide spread adoption, it suffers from various 

limitations, including  sparsity, scalability and 

problem in predicting the rating for the yet 

unrated item [sarwar et al 2000].  

                Clustering methods for CF have been 

extensively studied by several studies. Ungar 

[Ungar and Foster, 1998] proposed a repeated K-

means and Gibb sampling clustering techniques 

that group users into clusters with similar items 

and group items into clusters which tend to be 

liked by the same users [8]. Kohrs [ Kohrs and 

Merialdo, 1999] used a hierarchical clustering 

algorithm to independently cluster users and 

items into two cluster hierarchies. The 

recommendation is made by the weighted sum of 

the defined centers of all nodes in the cluster 

hierarchies on the path from the roots to the 

particular leaves [9].  Sarwar et al [ Sarwar et al, 

2002] evaluated a clustering approach that 

showed, clustering provides comparable 

recommendation quality as traditional CF, while 

significantly improving the online performance 

[10].  

                 The research work [ George and 

Merugu,2005., xue et al,2005, Truong et 

al,2007., nathanson et al,2007., Rashid et 

al,2006., Zhang and Hurley,2009], clusters users 

and items using the rating data while ignoring 

the additional information, for example the 

relationship between items [11] [12] [13] [14] 

[15] [16]. Kavitha et al [17] the authors have 

used Self Organizing Map (SOM) which is a 

clustering algorithm based on unsupervised 

neural network model. SOM is based on two 

layers, an input layer and computation layer. 

This has a feed-forward structure with a single 

computational layers of neurons arranged in 

rows and columns. Each neuron is fully 

connected to all the source units in the input 

layer. The stages of the SOM can be summaries 

as follows:  

1. Initialization – Choose random values for the 

initial weight vectors wj. 

2. Sampling – Draw a sample training input 

vector x from the input space. 

3. Matching – Find the winning neuron I(x) that 

has weight vector closest to the 

     input vector, i.e. the minimum value of dj i xi 

wji 

      D (x) = ( - ) = å 2 

4. Updating – Apply the weight update equation 

Dwji t Tj I t xi wji =h( ) , (x)( ) ( - ) 

where Tj,I (x)(t) is a Gaussian neighborhood and 

h(t) is the learning rate. 

5.  Continuation – keep returning to step 2 until 

the feature map stops changing.  

 

Kyounge-jae kim [18] presented Genetic 

Algorithm based K-Means algorithm. K-Means 

clustering is a method of cluster analysis which 

aims at portioning of n observations into k 

clusters. Each of the observation belongs to a 

cluster with the minium distance between cluster 

centre and the observation point. It uses an 

iterative hill climbing method. The process of 

genetics based K-Means is as follows:  
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1. The initial seeds with the chosen no. of 

clusters, K, are selected and an initial 

partition is built by using the seeds as 

the centroids of initial clusters. 

2. Each record is assigned to the centroid 

that is nearest, thus forming a cluster. 

3. Keeping the same no. of clusters, the 

new centroid of each cluster is 

calculated. 

4. Iterate step (2) and (3) until the clusters 

stop changing or stop conditions.  

Fig-1 shows the whole framework of GA K-

Means clustering. 

 

   
 

The study suggests that GA K-Means clustering 

performed better than the SOM, K-Means in 

terms of the segmentation.  

IV.  RELATE RESEARCHES IN 

CLUSTERING WEB USERS IN 

RECOMMENDER SYSTEM 

In this section, we discuss significant work in the 

areas of clustering techniques in web usage 

mining based recommender system. 

Web Usage Mining (WUM) is the process of 

extracting knowledge from web user’s access 

data by exploiting data mining technologies. It 

can be used for different purposes such as 

personalization, recommendation system 

improvement etc. 

 Georgios Paliourus et al [19] have used two 

clustering methods namely Auto class and 

cluster mining [Perkowitze et al]. 

a) Autoclass 

Autoclass is a general purpose clustering 

algorithm developed by Bayesian Learning 

group since the 1980. It is an unsupervised 

Bayesian classification system based upon the 

finite mixture model supplemented by 

Bayesian method for determining the optimal 
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class. The algorithm considers that each class 

Cj  has ita own probability distribution Tj. The 

model deals with two main probabilities : 

1)The interclass probability of an instance Xi 

being the member of class Cj,        P(Xi € Cj) 

and 2)The class probability of observing the 

instance attribute values Xik conditional on the 

assumption that Xi is a member of Cj,P(Xik| 

Xi € Cj).  

b) Cluster Mining     

Cluster ming algorithm is a simple graph 

based clustering method. It discovers patterns 

of common behavior, by looking all fully 

connected sub graphs of a graph that 

represents the user’s characteristics attributes.  

Santosh Rangarajan Et al [20] presented a 

novel approach to group users according to 

their Web access patterns. They used ART 1 

neural network for grouping users. There 

results shows that ART 1 Clustering algorithm 

performs better than the K means algorithm.  

Partitioning Algorithm 

Mehrdad Jalali Et al[22] advanced an 

architecture presented in [21] by using Graph 

partitioning algorithm .which finds groups of 

strongly correlated pages by partitioning the 

graph according to its connected components. 

The Experimental results showed that quality 

of clustering is better than K means.  

                      Norwati Mustapha Et al [23] 

used EM clustering algorithm for mining user 

modeling web navigation pattern behavior. 

EM algorithm is based on finding maximum 

likelihood estimates of parameters in 

probabilistic models where the model depends 

on unobserved latent variables. The 

experimental results showed that by 

decreasing the number of clusters, the log 

likelihood converges towards the lower values 

and probability of the largest cluster will be 

decreased while the number of the clusters 

increases in each treatment.  

                              Choochart Haruechaiyasak 

[24] proposed a dynamic frame work for 

maintaining customer profiles in E commerce 

recommender system. They used hierarchical 

clustering algorithm for maintaining customer 

profiles. Since recommender systems suffer 

from scalability they have proposed a dynamic 

way of maintaining customer profiles. 

V. CONCLUSION 

Typical recommender systems suffer from poor 

scalability and the lack of ability to handle 

dynamic changes in the user profiles. In this 

paper, we have discussed different clustering 

technique s which helps in maintaining customer 

profiles dynamically. Future work would be to 

find out the best of these algorithms. 
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