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Abstract- In the present days diseases are leading the 

chart of causes of deaths in human beings , along with 

road accidents and suicides. The prevention of road 

acciedents and suicides  depends upon the victims 

individual mental and physical abilities. Hence no body 

can  predict the happening of these two : But in the case 

of diseases, we can predict the occurance in future 

depending upon the present health condition of the 

individuals. Many of the rural areas do not have 

hospitals and the physicians are not available to do 

complex tests and predict the diseases. In such 

situations the disease can be efficiently predicted by 

observoing and analysing the patients health 

parameters. The Data Mining techniques can be utilized 

to do and improve this prediction. S ince Data Mining 

offers many algorithms  to implement like Naïve bayes, 

decision tree and k- nearest neighbour. The  present 

study deals with the usage of  KNN algorithm with least 

and well defined parameters for improving the disease 

predition. This provides an oppurtunity for easy 

diognisis of the patients in hospitals and even at home. 

 

Index Terms- Data mining techniques, diease prediction,  

KNN algorithm, Naive Bayes, Decision Tree,  Machine 

to Machine technology 

 

I. INTRODUCTION 

 

In the  recent generations, the usage of computer is 

increased rapidly. Since the usage of computers at 

work places can reduce the time, effort and number 

of employees the digital technology is being 

implement every where from marine  to space. In 

order to satisfy a wide domain of end users a wide 

variety of softwares has to be developed. This offers   

huge number of employements which can cause the 

living standants besides those advantages, the 

computerization may reduce the physical strain but, 

leads to lot of mental strain among the software 

developers sitting for long times infront of  

computers. Due to long sitting and lack of physical 

strain the stress and cholestrol levels are increased 

and leads to blood pressure fluxuations, heart 

diseases and diabetes. As per the survey % of 

population are addicted to net surfing. Not only the 

computerization, the individual living habbits like 

drinking, alchohal, smoking, consumption of norcotic 

drugs and lack of physical exersises are also leading 

to the kind of diseases. In certain cases heridity can 

also cause for this diseases. 

However , the same software technology can be 

utilized to predict these diseases  efficiently. 

Researches are working data mining technologies for 

the effective presdiction of a wide range of diseases 

by processing the enormous amount of data available 

in the hospitals. The prediction using data mining 

techniques are not only limitted to health care but it 

was spread into a wide variety of sectors like weather 

forcasting [1] and stock price prediction [2] etc. Here, 

some basic introduction about the commonly used 

algorithms is given below 

 

II . ALGORITHMS 

 

There are some algorithms that have been used for 

this purpose like Naive Bayes, Decision Tree, and k-

Nearest Neighbor (KNN).Here in this paper we have 

used KNN algorithm . 

A . Naive Bayes:  

The Naive Bayes algorithm represents a supervised 

machine learning method for classification. It uses a 

probabilistic model by determining probabilities of 

the outcomes. It is used in diagnostic and predictive 

problems. Naive Bayes is robust to noise in input 

dataset. 

B . Decision Tree:  

Decision tree learning uses a decision tree as a 

predictive model which maps input about an item to 

output of the item. Tree models with finite classes of 
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output are called classification trees. In these tree 

structures, leaves represent class labels and branches 

represent relation between attributes that results in 

those class labels. Decision trees with continuous 

output classes are called regression trees. In data 

mining, a decision tree can be an input for decision 

making. 

C . KNN- Algorithm: 

In pattern recognition, the k-nearest neighbors 

algorithm (k-NN) is a non-parametric method used 

for classification and regression. In both cases, the 

input consists of the k  closest training examples in 

the feature space. The output depends on whether k-

NN is used for classification or regression: 

 

III . PROCEDURE  

 

 In k-NN classification, the output is a class 

membership. An object is classified by a 

majority vote of its neighbors, with the object 

being assigned to the class most common among 

its k  nearest neighbors (k  is a positive integer, 

typically small). If k  = 1, then the object is 

simply assigned to the class of that single nearest 

neighbor. 

 In k-NN regression, the output is the property 

value for the object. This value is the average of 

the values of its  k  nearest neighbors. 

The algorithm on how to compute the K-nearest      

neighbors is as follows: 

1. Determine the parameter K = number of nearest 

neighbors beforehand. This value is all up to 

you. 

2. Calculate the distance between the query-

instance and all the training samples. You can 

use any distance algorithm. 

3. Sort the distances for all the training samples and 

determine the nearest neighbor based on the K-th 

minimum distance. 

4. Since this is supervised learning, get all the 

Categories of your training data for the sorted 

value which fall under K. 

5. Use the majority of nearest neighbors as the 

prediction value. 

 

k-NN is a type of instance-based learning, or lazy 

learning, where the function is only approximated 

locally and all computation is deferred until 

classification. The k-NN algorithm is among the 

simplest of all machine learning algorithms. 

Both for classification and regression, a useful 

technique can be to assign weight to the contributions 

of the neighbors, so that the nearer neighbors 

contribute more to the average than the more distant 

ones. For example, a common weighting scheme 

consists in giving each neighbor a weight of 1/d, 

where d is the distance to the neighbor.  

The neighbors are taken from a set of objects for 

which the class (for k-NN classification) or the object 

property value (for k-NN regression) is known. This 

can be thought of as the training set for the algorithm, 

though no explicit training step is required. 

A peculiarity of the k-NN algorithm is that it is 

sensitive to the local structure of the data. The 

algorithm is not to be confused with k-means, another 

popular machine learning technique. 

The training examples are vectors in a 

multidimensional feature space, each with a class 

label. The training phase of the algorithm consists 

only of storing the feature vectors and class labels of 

the training samples. 

In the classification phase, k  is a user-defined 

constant, and an unlabeled vector (a query or test 

point) is classified by assigning the label which is 

most frequent among the k  training samples nearest 

to that query point. 

A commonly used distance metric for continuous 

variables is Euclidean distance. For discrete 

variables, such as for text classification, another 

metric can be used, such as the overlap 

metric (or Hamming distance). In the context of gene 

expression microarray data, for example, k-NN has 

also been employed with correlation coefficients such 

as Pearson and Spearman. Often, the classification 

accuracy of k-NN can be improved significantly if 

the distance metric is learned with specialized 

algorithms such as Large Margin Nearest 

Neighbor or Neighborhood components analysis . 

A drawback of the basic "majority voting" 

classification occurs when the class distribution is 

skewed. That is, examples of a more frequent class 

tend to dominate the prediction of the new example, 

because they tend to be common among the knearest 

neighbors due to their large number. One way to 

overcome this problem is to weight the classification, 

taking into account the distance from the test point to 

each of its k  nearest neighbors. The class (or value, in 
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regression problems) of each of the k  nearest points is 

multiplied by a weight proportional to the inverse of 

the distance from that point to the test point. Another 

way to overcome skew is by abstraction in data 

representation. For example, in a self-organizing 

map (SOM), each node is a representative (a center) 

of a cluster of similar points, regardless of their 

density in the original training data. K-NN can then 

be applied to the SOM. 

 Let m be the number of training data samples. Let p 

be an unknown point. 

Step-1 Store the training samples in an array of data 

points arr[]. This means each element of this array 

represents a tuple (x, y). 

Step-2 for i=0 to m: 

Step-3 Calculate Euclidean distance d(arr[i], p). 

Step-4 Make set S of K smallest distances obtained. 

Each of these distances correspond to an already 

classified data point. 

Step-5 Return the majority label among S. 

 

IV . CONCLUSION 

 

In this paper, With help of data mining techniques, 

disease prediction can be improved. There are some 

algorithms that have been used for this purpose like 

Naive Bayes, Decision Tree, and k-Nearest Neighbor 

(KNN). Here KNN algorithm is used. By using this 

algorithm we can improve accuracy and efficiency 

comparing Naive Bayes and Decision tree.  
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