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Abstract- Operating System (OS) is the brain of 

computer system which can manages the resources 

available the system. OS controls the execution of many 

other application programs and acts as an interface 

between computer hardware and software. It has some 

attractive features like multiprogramming, multitasking 

and allows multi-users. Priority scheduling is one of the 

algorithms mostly used in time sharing system and in 

network scheduling. Time slices are assigned to each 

process in equal portions and it handling all processes 

in circular order without priority. Priority scheduling 

algorithm requires some parameter such as arrival 

time, burst time and quantum time which enables the 

scheduler to predict the behavior of possible processes. 

Prior to the execution of a process, the burst time is not 

known. This paper proposed a more improvement in 

the Priority scheduling algorithm improving the of 

Anju et.al algorithm. Where burst time is determined 

using an initial time quantum. However, the improved 

algorithm determines burst time using instruction 

counting each of the process and by experimental 

analysis. This proposed algorithm performs better than 

Dynamic Time Slice Round Robin Scheduling 

Algorithm with Unknown Burst Time in terms of 

minimizing average waiting time, average turnaround 

time and number of context switches. 

 

Index Terms- CPU scheduling algorithm, Average 

Waiting time, Average Turnaround Time, Number of 

Context Switches. 

I. INTRODUCTION 

 

Operating System (OS) is the brain of computer 

system which can manages the resources available 

the system. OS controls the execution of many other 

application programs and acts as an interface between 

computer hardware and software. It has some 

attractive features like multiprogramming, 

multitasking and allows multi-users. The most 

important tasks of OS need to perform the job 

scheduling where many processing requests coming 

from multiple channels to a ready queue and system 

manage all requests to achieve high efficiency. 

 

Time Slice:  

Each procedure is permitted to keep running for just a 

constrained measure of time. This time interim is 

known as a period cut or quantum. Or then again the 

timeframe for which a procedure is permitted to run 

un-interrupted in a pre-emptive multitasking working 

framework.  

 

Burst Time:  

While booking, each procedure gets the opportunity 

to utilize the CPU for its slice. The cut that it gets is 

known as the CPU burst. In basic terms, the length 

for which a procedure gains power of the CPU is the 

CPU burst time, and the idea of picking up control of 

the CPU is the CPU burst. 

 

II. CPU SCHEDULING ALGORITHM 

 

CPU scheduling is the basis of multiprogramming 

operating systems, by switching the CPU among 

processes. The operating system can make the 

computer more effective, whenever the CPU 

becomes idle; the operating system must select one of 

the processes in the ready queue for execution. There 

are different CPU scheduling algorithms having 

different properties, and the choice particular 

algorithm is based on favor of one class of processes 

over another. If we considered one section of 

algorithm for a particular situation, properties of 

different algorithms must be considered. A good 

scheduling algorithm consisting of following 

characteristics such as context switch, throughput, 
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CPU utilization, turnaround time, waiting time and 

response time.  

CPU scheduling algorithm:- First Come First Serve 

(FCFS), Shortest Job First (SJF), Priority Scheduling 

(PS) and Round Robin (RR) . FCFS is the simplest 

form of CPU scheduling algorithm. Here we allocate 

CPU to the processes based on their arrival time to 

the ready queue. Based on that arriving time we 

allocate the CPU to the process. After completion of 

that process, the process must be removed from the 

ready queue. SJF, here the time scheduler is based 

shortest burst time in the ready queue, so that the 

process with least burst time is executed first. If two 

processes have equal burst time then FCFS is applied. 

The processes which have long burst time it takes 

more time to execute that’s why the CPU gives first 

preference to shortest burst time.  

PS is associated with the priority number. The CPU 

is allocated to the processes based on the priority. 

The process which has highest priority number then 

the CPU will give first preference to that process. If 

there are multiple processes with same priority, then 

FCFS will be applied. Lower priority processes can 

wait in the queue, because the CPU may have a 

steady supply of higher priority process. Round 

Robin (RR) scheduling algorithm is designed 

especially for time-sharing systems. It is a similar 

version of first-come, first-served scheduling. 

Processes are stayed in a first-in-first-out sequence 

but each process is allowed to run for only a limited 

amount of time. This time interval is known as a 

time-slice or quantum. It is similar to FIFO 

scheduling but preemption added to switches 

between processes. In existing system. Prior to the 

execution of a process, the burst time is not known. 

This paper proposed a priority scheduling algorithm 

improving the of Anju et.al algorithm. Where burst 

time is determined using an initial time quantum. 

However, the improved algorithm determines burst 

time using instruction counting each of the process 

and by experimental analysis. This proposed 

algorithm performs better than Dynamic Time Slice 

Round Robin Scheduling Algorithm with Unknown 

Burst Time in terms of minimizing average waiting 

time, average turnaround time and number of context 

switches. Disadvantages of RR algorithm is larger 

waiting time and Response time, Context Switches 

and Low throughput. 

 

III. PROPOSED ALGORITHM 

 

Need planning is a non-preemptive calculation and a 

standout amongst the most well-known booking 

calculations in cluster frameworks. Each procedure is 

allotted a need. Process with the most noteworthy 

need is to be executed first et cetera. Procedures with 

a similar need are executed on first start things out 

served premise. Need can be chosen in view of 

memory prerequisites, time necessities or some other 

asset requirement. Implementation: 1-First 

information the procedures with their burst time and 

priority.2-Sort the procedures, burst time and need as 

indicated by the priority.3-Now essentially apply 

FCFS algorithm. 

Proposed Improved Dynamic Time Slice need CPU 

planning calculation with Unknown Burst Time  

 

Stage 1: Allocate CPU to each procedure in as per the 

given need, for given time quantum (say k units) just 

for one time.  

Stage 2: After finishing of initial step following 

advances are performed:  

 

a) Processors are orchestrated in expanding request or 

their outstanding CPU burst time in the prepared line. 

New needs are allotted as indicated by the rest of the 

CPU blasts of procedures; the procedure with most 

brief residual CPU burst is doled out with most 

elevated need.  

b) The procedures are executed by the new needs in 

view of the rest of the CPU blasts, and each 

procedure gains the power of the CPU until the point 

when they completed their execution.  

 

Flow Chart  

Flow diagram of the proposed need planning 

calculation. The proposed calculation will be 

executed in two stages which will limits various 

execution parameters, for example, setting  

Switches, normal holding up time and normal 

turnaround time flow Chart  

Flow chart of the proposed priority scheduling 

algorithm. The proposed algorithm will be executed 

in two steps which will helps to minimize a number 

of performance parameters such as context switches, 

average waiting time and average turnaround time. 
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IV. CONCLUSION 

 

The proposed algorithm was used to enhance 

dynamic time slice priority scheduling with unknown 

burst time scheduling algorithm. The algorithm 

determines burst time using instruction count in each 

of the process by experimental analysis. The 

simulation results showed that this approach 

minimized average waiting Time, average turnaround 

time and number of context switches. Future research 

should focus on investigating other method of 

determining burst time of processes to improve 

efficiency of scheduling techniques.  
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