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Abstract - Social media is growing trend now a days. 

Every day millions of user review and rate tourist places 

on tourism websites. Sentiment analysis can be 

performed over these reviews which will be helpful to 

find tourist place popularity. Based on sentiment 

analysis result, tourist can easily decide tour destination 

to be visited. In this paper sentiment analysis has been 

implemented using machine learning approach. The 

Dataset has been collected from various tourism review 

websites. Here we have performed comparative study of 

feature extraction algorithms i.e. Count Vectorization, 

TFIDF Vectorization. Along with classification 

algorithms Naive Bayes (NB), Support Vector Machine 

(SVM) and Random Forest (RF). Performance of 

algorithms has been compared using various parameters 

like accuracy, recall, precision and f1-score. From 

experiment we found that TFIDF Vectorization feature 

extraction algorithm has improved accuracy of 

classification algorithm as compare to Count 

Vectorization for given review dataset. In sentiment 

classification of tourist place reviews TFIDF 

Vectorization+RF has given highest accuracy 86% for a 

research dataset used. 

 

I.INTRODUCTION 

 

Social media is rapidly growing now a days. Millions 

of users post reviews and rate tourist places on a daily 

basis over tourism websites. For analyzing this review 

sentiment analysis can be performed. Proper analysis 

of reviews will be able to find a trend of tourist place 

popularity. Summarized results from sentiment 

analysis will help tourists to decide the tour destination 

and tour planning. In this research paper two feature 

extraction algorithms have been used i.e. Count 

Vectorization and TFIDF Vectorization algorithm. 

Also three classification algorithms Naive Bayes 

(NB), Support Vector Machine (SVM) and Random 

Forest (RF) have been used for sentiment 

classification. Comparison of performance has been 

performed for combination of feature extraction and 

classification algorithms on the basis of parameters 

like execution time, accuracy, recall, precision and f1-

score. The content of this paper is structured as 

follows. Literature surveys on sentiment analysis are 

reviewed in Section II. Section III defines the Basic 

concept of Machine Learning. Section IV describes 

our Methodology of sentiment analysis for tourist 

place review classification, its visualization and 

performance evaluation. Section V presents the 

experimental implementation using machine learning 

algorithms for tourist place popularity distribution 

calculation. Section VI contains the results of the 

experiment executed. Section VII presents the 

comparative analysis of sentiment analysis using 

machine learning algorithms used in research study. 

Section VIII concludes this research paper. Section IX 

describes the future scope of the research paper. 

 

II. LITERATURE  STUDY 

 

1. Sentiment Analysis: A Comparative Study on 

Different Approaches AUTHORS: M.D. Devika. 

Sunitha Amal Ganesh 

Sentiment analysis (SA) is an intellectual process of 

extricating a user's feelings and emotions. It is one of 

the pursued fields of Natural Language Processing 

(NLP). The evolution of Internet based applications 

has steered a massive amount of personalized reviews 

for various related information on the Web. These 

reviews exist in different forms like social Medias, 

blogs, Wiki or forum websites. Both travelers and 

customers find the information in these reviews to be 

beneficial for their understanding and planning 

processes. The boom of search engines like Yahoo and 

Google has flooded users with copious amounts of 

relevant reviews about specific destinations, which is 

still beyond human comprehension. Sentiment 

Analysis poses as a powerful tool for users to extract 

the needful information, as well as to aggregate the 
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collective sentiments of the reviews. Several methods 

have come to the limelight in recent years for 

accomplishing this task. In this paper we compare the 

various techniques used for Sentiment Analysis by 

analyzing various methodologies. 

 

2. Comparative analysis of Twitter data using 

supervised classifiers AUTHORS: Rohit Joshi, 

Rajkumar Tekchandani 

Online Microblogging on social networks have been 

used for indicating opinions about certain entity in 

very short messages. Existing some popular 

microblogs like Twitter, facebook etc, in which 

Twitter attains maximum amount of attention in the 

field of research areas related to product, movie 

reviews, stock exchange etc. We had extracted data 

from Twitter i.e. movie reviews for sentiment 

prediction using machine-learning algorithms. We 

applied supervised machine-learning algorithms like 

support vector machines (SVM), maximum entropy 

and Naive Bayes to classify data using unigram, 

bigram and hybrid i.e. unigram + bigram features. 

Result shows that SVM surpassed other classifiers 

with remarkable accuracy of 84% for movie reviews. 

 

3. A Survey on sentiment analysis  challenges 

AUTHORS: Doaa Mohey El-Din Mohamed Hussein 

With accelerated evolution of the internet as websites, 

social networks, blogs, online portals, reviews, 

opinions, recommendations, ratings, and feedback are 

generated by writers. This writer generated sentiment 

content can be about books, people, hotels, products, 

research, events, etc. These sentiments become very 

beneficial for businesses, governments, and 

individuals. While this content is meant to be useful, a 

bulk of this writer generated content require using text 

mining techniques and sentiment analysis. But there 

are several challenges facing the sentiment analysis 

and evaluation process. These challenges become 

obstacles in analyzing the accurate meaning of 

sentiments and detecting the suitable sentiment 

polarity. Sentiment analysis is the practice of applying 

natural language processing and text analysis 

techniques to identify and extract subjective 

information from text. This paper presents a survey on 

the sentiment analysis challenges relevant to their 

approaches and techniques. 

 

4. A Brief Survey of Text Mining: Classification, 

Clustering and Extraction Techniques 

AUTHORS: Timor Kadir, Fergus Gleeson 

The amount of text that is generated every day is 

increasing dramatically. This tremendous volume of 

mostly unstructured text cannot be simply processed 

and perceived by computers. Therefore, efficient and 

effective techniques and algorithms are required to 

discover useful patterns. Text mining is the task of 

extracting meaningful information from text, which 

has gained significant attention in recent years. In this 

paper, we describe several of the most fundamental 

text mining tasks and techniques including text pre-

processing, classification and clustering. Additionally, 

we briefly explain text mining in biomedical and 

health care domains. 

 

5. Text Classification using Different Feature 

Extraction Approaches Text Classification using 

Different Feature Extraction Approaches. 

AUTHORS: Hong Liang, Xiao Sun, Yunlei Sun & 

Yuan Gao Erdelyi. 

Selection of text feature item is a basic and important 

matter for text mining and information retrieval. 

Traditional methods of feature extraction require 

handcrafted features. To hand-design, an effective 

feature is a lengthy process, but aiming at new 

applications, deep learning enables to acquire new 

effective feature representation from training data. As 

a new feature extraction method, deep learning has 

made achievements in text mining. The major 

difference between deep learning and conventional 

methods is that deep learning automatically learns 

features from big data, instead of adopting handcrafted 

features, which mainly depends on priori knowledge 

of designers and is highly impossible to take the 

advantage of big data. Deep learning can 

automatically learn feature representation from big 

data, including millions of parameters. This thesis 

outlines the common methods used in text feature 

extraction first, and then expands frequently used deep 

learning methods in text feature extraction and its 

applications and forecasts the application of deep 

learning in feature extraction.5.9 hours of the CME 

arrival time, with 54% of the predictions having 

absolute errors less than5.9 hours. Comparison with 

other models reveals that CAT-PUMA has a more 

accurate prediction for 77% of the events investigated; 

and can be carried out very fast, i.e. within minutes 
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after providing the necessary input parameters of a 

CME. A practical guide containing the CAT-PUMA 

engine and the source code of two examples are 

available in the Appendix, allowing the community to 

perform their own applications for prediction using 

CAT-PUMA 

 

III. EXISTING SYSTEM 

 

A customer can become an active user by giving 

reviews about different products/services which may 

be useful to other potential customers. But there are 

hundreds, thousands or even more product/service 

related reviews available on the web and reading all 

those available reviews is a very tedious and taxing 

task for the customer. Therefore, there is a need gap 

for apt techniques which automatically summarize 

these reviews into a positive or a negative category to 

give useful information to the user. 

 

Disadvantages of Existing System 

• To identify their sentiments but comparatively 

very less work has been done in the domain of 

tourism reviews. 

• Xing Fang and Justin Zhan proposed a new 

feature vector generation algorithm to perform 

sentiment polarity categorization of product 

reviews, but it not accurate for the result 

 

IV. PROPOSED SYSTEM 

 

In the proposed method various techniques of 

sentiment analysis has been studied and compared. 

Different levels of sentiments are document level, 

sentence level, aspect level which has been elaborated 

Approaches used for sentiment analysis in this paper 

are machine learning based, 

Rule based and lexical based. Inside machine learning 

approaches various techniques are SVM (Support 

Vector Machine), NB (Naive Bayes), also feature 

driven sentiment analysis has been described in detail. 

Various approaches to sentiment analysis have been 

compared; its corresponding advantages and 

disadvantages are described in detail. From Various 

parameters of comparison like performance, 

efficiency, and accuracy it has been found that 

machine learning approach gives the best result. 

 

Advantages of Proposed System: 

• It is observed that significant work has been done 

in the domain of product reviews, movie reviews, 

restaurant reviews, blog posts etc. 

• The sentimental analysis in the tourist domain 

Researchers have explored various sentimental 

analysis techniques such as Naive Bayes and 

Support Vector Machine. 

 

V.  DATA FLOW DIAGRAM 

 

• The DFD is also called as bubble chart. It is a 

simple graphical formalism that can be used to 

represent a system in terms of input data to the 

system, various processing carried out on this 

data, and the output data is generated by this 

system. 

• The data flow diagram (DFD) is one of the most 

important modeling tools. It is used to model the 

system components. These components are the 

system process, the data used by the process, an 

external entity that interacts with the system and 

the information flows in the system. 

• DFD shows how the information moves through 

the system and how it is modified by a series of 

transformations. It is a graphical technique that 

depicts information flow and the transformations 

that are applied as data moves from input to 

output. 

• DFD is also known as bubble chart. A DFD may 

be used to represent a system at any level of 

abstraction. DFD may be partitioned into levels 

that represent increasing information flow and 

functional detail. 
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VI. MODULES 

 

• User 

• Tourist guide 

• Admin 

• Machine learning 

 

MODULES DESCRIPTION: 

User: 

The User can register the first. While registering he 

required a valid User email and mobile for further 

communications. Once the User registers, then the 

admin can activate the User. Once the admin activates 

the User then the User can login into our system. After 

login he can search the particular tourism place to view 

the reviews of the tourism place. User also can search 

the details of tourism place like information about 

tourism places and packages etc... 

 

Tourist guide: 

The guide can register the first. While registering he 

required a valid User email and mobile for further 

communications. Once the guide registers, then the 

admin can activate the guide .Once the admin activates 

the guide then the guide can login into our system. 

Here guide can upload the tourism places. 

 

Admin: 

Admin can login with his credentials. Once he logs in 

he can activate the users and tourist guide. The 

activated users and guide only login in our 

applications. We can implement naïve bayes 

algorithms and svm and random forest to predict 

sentimental analysis . 

 

Machine learning: 

Machine learning refers to the computer’s acquisition 

of a kind of ability to make predictive judgments and 

make the best decisions by analyzing and learning a 

large number of existing data. The representation 

algorithms include deep learning, artificial neural 

networks, decision trees, enhancement algorithms and 

so on. The key way for computers to acquire artificial 

intelligence is machine learning. Nowadays, machine 

learning plays an important role in various fields of 

artificial intelligence. Whether in aspects of internet 

search, biometric identification, auto driving, Mars 

robot, or in American presidential election, military 

decision assistants and so on, basically, as long as 

there is a need for data analysis, machine learning can 

be used to play a  role. 

 

VII. CONCLUSION 

 

From research study, we can infer that 

TFIDFVectorization has outperformed over 

CountVectorization feature extraction algorithm by 

increasing accuracy of classification. But feature 

extraction using TFIDFVectorization requires more 

execution time than CountVectorization algorithm. In 

research, classification algorithms Support Vector 

Machine(SVM), Naive Bayes(NB), Random 

Forest(RF) have been used. It has found that 

TFIDFVectorization+RF outperformed other 

algorithms used on bases of several evaluation 

parameters like accuracy, precision, recall and f1-

score. 
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