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Abstract- Automatic emotion detection is a process of 

detecting emotions from facial expressions, text or audio 

clips. Collecting and labeling such data is a difficult 

process and time consuming. This paper proposes 

detecting emotions from text documents using the Naïve 

Bayes classifier. Detecting emotions from text can be a 

used a useful tool in psychological counseling. Different 

methods are used to detect emotions using signal 

processing, AI, text processing and Bayesian network. 

Emotion detection from text is from the written text or 

speech text.  

 

Index terms- Emotion detection, Text detection, 

Sentiment analysis, Opinion mining, Bayesian classifier, 

Labelling. 

1. INTRODUCTION 

 

An emotion is caused by a person, consciously or 

unconsciously, evaluating an event. Psychologists 

refer to this as appraisal.  

Automatic detection and classification of sentiments 

has several potential areas of application. Marketing 

research, for instance, can benefit from using such 

tools for finding out what the general public thinks of 

their products. 

 Emotion can be expressed in many ways that can be 

seen such as facial expression and gestures, speech 

and by written text. Emotion Detection in text 

documents is essentially a content based 

classification problem involving concepts from the 

domains of opinion mining,  

Natural language processing as well as Machine 

Learning. In this work of emotion recognition based 

on textual data and the techniques used in emotion 

detection are discussed. 

Emotions can significantly change the message: 

sometimes it is not what was said that is the most 

important, but how it was said.  

Emotion is expressed as joy, sadness, anger, surprise, 

hate, fear and so on. Since there is not any standard 

emotion word hierarchy, focus is on the related 

research about emotion in cognitive psychology 

domain. 

2. PROPOSED SYSTEM 

 

 Emotions are also articulated by written texts. 

Inspired by works in sentiment analysis, this work 

explores approaches to automatic detection of 

emotions in text 

The ultimate goal is to combine the annotations with 

additional affective information collected during 

experimental learning sessions from different sources 

such as qualitative, self-reported, physiological, and 

behavioral information. These data altogether are to 

train data mining algorithms that serve to 

automatically identify changes in the learners’ 

affective states when dealing with cognitive tasks 

which help to provide emotional personalized 

support.  

3. MOTIVATION 

 

Generally individuals and companies are always 

interested in other’s opinion like if someone wants to 

purchase a new product, then firstly, he/she tries to 

know the reviews i.e., what other people think about 

the product and based on those reviews, he/she takes 

the decision. Similarly, companies also excavate deep 

for consumer reviews. Digital ecosystem has a 

plethora for same in the form of blogs, reviews etc. 

These solutions include extracting keywords with 

semantic analysis, and ontology design with emotion 

theory of appraisal. Furthermore, a case-based 

reasoning architecture is proposed to combine these 

solutions. 

Web communication can be facilitated through video, 

voice recordings, images and text. The most 

prevalent form of communication on the web exists 

in the form of text which offers a rich platform for 

expressing emotions. In the absence of face-to-face 

contact to detect facial expressions and intonations in 
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voice, the alternative option is to decipher emotions 

from text in online forums. 

  

4. SYSTEM ARCHITECTURE 

 

Fig 1: Proposed model 

 

a. Stop word removal 

Most frequently used words in a document are called 

as stop words, which are not useful in text mining. 

 

b. Stemming 

Stemming is a process of finding the route word from 

the actual word, for example longing, longer  are the 

two words then the route word is long. 

 

c. POS tagging 

Part of speech (POS) of a sentence describes its 

linguistic and morphological behaviors. Tagging each 

word with it POS is important phase in text mining. 

 

d. Aspect extraction 

Aspect extraction is used to find the frequent aspect 

of given sentence. Every noun word is assigned as 

aspect transaction and finds the minimum count of it. 

 

e. Opinion words 

Positive and negative opinion collect from the 

sentence will be labeled with opinion. For example 

good, awesome are the positive opinion and bad, ugly 

are the negative opinion. 

 

f. Opinion orientation 

Naïve Bayesian algorithm can be used to classify the 

positive and negative opinion.  

Three approaches currently dominate the emotion 

detection task; keyword based, learning based and 

hybrid based approach. These make use of features 

mainly selected from syntactic and semantic data to 

detect emotions. 

 

There are three major areas of research under opinion 

mining.  

1 Sentiment classification: This is to label the 

document in binary form and making an opinion 

as either an overall positive or negative. Various 

machine learning algorithms can aid in this 

segment analysis.  

2 Feature based sentiment classification: This 

enables to perform analysis on the components 

or attributes of the product for recognizing the 

sentiments in the document. This requires more 

refinement than other models. 

3 Opinion summarization: It presents a concise 

view of the large number of opinions of different 

persons on the social web. It starts from some 

raw opinionated data up to the generation of 

human understandable summaries. This includes 

various methods like NLP, analysis, text mining, 

sentiment prediction etc. 

Opinion mining can be useful in several domains like 

in search engines, question answering systems, 

recommendation systems etc.  

It also helps in developing better human computer 

communications. The major application areas are 

buying or selling products or services, quality control 

areas, policy or decision making, business 

intelligence by conducting marketing research and so 

on.  

By applying sentiment analysis on the feedbacks 

received by people by classifying into positive, 

negative and neutral groups automatically provides 

valuable information for further analysis on market 

reports. 

In order to perform large-scale analysis of emotion 

phenomena and social behaviors on social media, 

there is a need to first identify the emotions that are 

expressed in text as the interactions on these 

platforms are dominantly text-based. With the 

surging amount of emotional content on social media 

platforms, it is an impossible task to detect the 

emotions that are expressed in each message using 

manual effort. 
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A broader range of emotions will enable automatic 

emotion detectors to capture more fine-grained 

motions that truly reflect actual human emotional 

experience. 

Algorithms to identify sentiment and sentiment 

strength are needed to help understand the role of 

emotion in this informal communication and also to 

identify inappropriate or anomalous affective 

utterances, potentially associated with threatening 

behavior to the self or others.  

It addresses in two sub-challenges the detection of 

dimensional act in continuous time and value, and the 

estimation of self-reported depression. 
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