
© July 2021 | IJIRT | Volume 8 Issue 2 | ISSN: 2349-6002 

IJIRT 152191 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 877 
 

STOCK MARKET PREDICTION USING MACHINE 

LEARNING 

Shubhangi Kadam1, Shresth Jain2, Shrikant Kamineni3, Shweta Narute4, Prof. Mohan Pawar5 
1,2,3,4Student, MIT School of Engineering, Pune 

5Assistant Professor, MIT School of Engineering, MIT-ADT University, Pune 

 

Abstract- The goal of Stock Market Prediction is to 

forecast the closing prices of the firm Bajaj-Finance 

on a given day using machine learning algorithms 

such as Linear Regression and Support Vector 

Machine. The company's historical and real-time data 

(close, high, low, volume, open, and Adj-Close) were 

used to make the prediction. The results of the 

investigation revealed that machine learning 

algorithms were capable of producing very accurate 

forecasting results. 

The use of machine learning to produce predictions 

that support the current stock closing price by 

training on historical values is a recent trend in 

available stock market prediction technologies. 

Machine Learning makes use of a variety of models to 

make accurate predictions. Stock trading is one of the 

most essential activities in the financial sector. The act 

of attempting to anticipate the long-term future value 

of a stock or other financial instrument traded on a 

financial exchange is known as the stock market 

prediction. The prediction of a stock using Machine 

Learning is demonstrated in this study. Most 

stockbrokers use technical and fundamental analysis, 

also known as static analysis when making stock 

predictions. Python is the recommended 

programming language for applying machine 

learning to anticipate the stock market. In this 

research, we present a Machine Learning approach 

that will be taught using publicly available stock data 

to build intelligence and then use that intelligence to 

make an accurate prediction. For shorter base period 

lengths and forecast horizons, all algorithms 

performed better. 

Index Terms- Stock market prediction, Linear 

Regression, Support Vector Machine, and Support 

Vector Regression are some of the terms used in this 

paper. 

I. INTRODUCTION 

Stock market forecasting is an important part of 

investment theory and practice, especially with the 

advancements in automated trading systems for 

capital markets. The stock market is known for 

being dynamic, unpredictable, and non-linear. 

Predicting stock prices is difficult because they are 

influenced by a variety of factors such as political 

events, global economic conditions, corporate 

financial reports and performance, and so on. Thus, 

in order to maximize profits and avoid losses, 

strategies for predicting stock values in advance by 

examining the pattern over the preceding few years 

could be quite valuable for generating stock 

exchange movements. For predicting a 

corporation's stock price, two basic methodologies 

have been offered in the past. For estimating the 

stock's longer-term price, technical analysts 

examine previous stock prices such as closing and 

opening prices, the volume traded, adjacent close 

values, and so on. Despite the fact that the trend 

during a stock market projection isn't a replacement 

item, this topic continues to be debated by 

numerous organizations. There are two forms of 

stock research that investors conduct before 

investing in a stock. The first is elemental analysis, 

in which investors examine the intrinsic worth of 

stocks as well as the performance of the industry, 

economy, and political atmosphere to determine 

whether to invest or not. Technical analysis, on the 

other hand, is the examination of statistics created 

by market activity, such as historical prices and 

volumes, to determine the evolution of stocks. 

II. LITERATURE SURVEY 

Many significant changes have occurred in the 

financial market environment over the last 20 

years. The expansion of effective communication 

and trading services has broadened the range of 

options available to investors. 

[1] The authors Enke, D., and Thawornwong, S., 

described a system for forecasting stock exchange 

returns that included data processing approaches 

with neural networks. They used the variable 

relevance analysis technique in machine learning 

for data mining to explore the prediction capacity 

of financial and economic variables in this study. 

The authors looked at how well neural network 

models for level estimation and categorization 

worked. 
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[2] Tsong-Wuu Lin and Chan-Chien Yu conducted 

a study to see if using artificial neural networks 

was profitable (ANNs). They've turned forecasts 

into a basic trading technique, and its profitability 

is compared to a buy-and-hold method. They use a 

neural network to track the Taiwan Weighted Index 

and the S&amp; P 500 in the United States. They 

discovered that a trading rule based on ANNs 

delivers superior returns than a buy-and-hold 

strategy in this study. 

[3] ‘Stock Closing Price Prediction Using Machine 

Learning Techniques,' according to the research 

article. Artificial Neural Networks and Random 

Forest algorithms were used to forecast the next-

day closing price of five companies operating in 

various industries. The authors, Mehar Vijh, 

Deeksha Chandola, Vinay Anand Tikkiwal, and 

Arun Kumar, used financial data such as stock 

prices' Open, High, Low, and Close to create new 

variables that were used as inputs to the model. 

Standard strategic metrics such as RMSE and 

MAPE are used to assess the models. The low 

levels of those two indicators indicate that the 

models are effective at predicting the value of a 

company's shares. 

[4] Sharma, Ashish, Bhuriya, Dinesh, and Singh, 

Upendra. "Analysis of stock market forecasting 

using machine learning." Electronics, 

communication, and aeronautical technology: an 

international conference in 2017 (ICECA). IEEE, 

2017. Vol. 2. They examined a well-known 

efficient regression strategy for predicting stock 

market price using stock market data in this 

research. The findings of the multiple regression 

approach could be improved in the future by 

including more factors. 

[5] Mehak Usmani et al., "Stock market forecast 

using machine learning approaches," 3rd 

international conference on computer and 

knowledge sciences, 2016. (ICCOINS). 2016 

IEEE. The major goal of this study is to use several 

machine learning approaches to anticipate the 

market performance of the Karachi stock exchange 

(KSE) on a daily close. The model takes some 

features as input and forecasts whether the market 

will be positive or negative. Oil rates, gold and 

silver prices, interest rate, foreign exchange (FEX) 

rate, NEWS, and social media feed are among the 

attributes considered in the model. Simple Moving 

Average (SMA) and Autoregressive Integrated 

Moving Average (ARIMA) are two old statistical 

techniques that are utilized as input. Single Layer 

Perceptron (SLP), Multi-Layer Perceptron (MLP), 

Radial Basis Function (RBF), and Support Vector 

Machine (SVM) machine learning approaches are 

contrasted. 

[6] Hegazy, Osman, Omar S. Soliman, and Mustafa 

Abdul Salam. "A stock market prediction model 

based on machine learning." arXiv preprint 

arXiv:1402.7351 (2014). To anticipate stock 

market prices, this study used a machine learning 

algorithm. Particle swarm optimization (PSO) and 

least square support vector machine performance 

are improved by the proposed technique (LS-

SVM). To anticipate daily stock prices, the PSO 

algorithm is employed to optimize LS-SVM. They 

offer a proposed model based on historical data and 

technical indicators for stocks. To avoid overfitting 

and local minima concerns and enhance prediction 

accuracy, the PSO algorithm determines the 

optimal free parameter combination for LS-SVM. 

The suggested model was compared against an 

artificial neural network utilizing the Levenberg-

Marquardt (LM) algorithm using thirteen 

benchmark financial datasets. The findings 

revealed that the suggested model has a higher 

prediction accuracy and that the PSO method has 

the ability to optimize LS-SVM. 

III. PROPOSED SYSTEM 

 

 
Above is the planned system for this project. First, 

we took raw data from a company called Bajaj 

Finance Limited. By extracting the data's 

characteristics, such as Open, Close, High, Low, 

Volume, and Adj Close. Our data has been divided 

into two datasets: train and test. Then, using 

Support Vector Regression, we trained our model 

with several kernels, analyzed the dataset using 
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testing data, and plotted the graph. The model can 

then display the stock's anticipated closing values 

because it is trained with three kernels: RBF, 

polynomial, and linear. For linear regression, the 

same proposed system was employed. 

We started with pre-processing by checking for 

missing values, scaling, and standardizing the 

dataset for linear regression. The model was then 

trained and analyzed by evaluating the learned data 

using an algorithm after partitioning the dataset 

into train and test sets. After that, we have the exact 

closing projected values. 

 

IV. METHODOLOGY AND ALGORITHMS 

 

The following algorithms are required to 

implement the Stock Prediction model: 

 

1. Regression Linear 

Linear regression is the simplest basic machine 

learning approach that may be used with this data. 

The linear regression model gives you an equation 

that shows how the independent variables are 

related. 

The linear regression equation is written as follows: 

a) 

 

 
The independent variables are represented by x1, 

x2,....xn, and the coefficients are 1, 2,... The 

weights are represented by the number n. 

 

Linear regression is a supervised learning machine 

learning algorithm. It carries out a regression task. 

Based on independent variables, regression models 

a goal prediction value. It is mostly utilized in 

forecasting and determining the link between 

variables. Different regression models differ in 

terms of the type of relationship they evaluate 

between dependent and independent variables and 

the number of independent variables they employ. 

Linear regression is used to predict the value of a 

dependent variable (y) based on the value of an 

independent variable (x). As a result of this 

regression technique, a linear relationship between 

x (input) and y (output) is discovered (output). As a 

result, the term Linear Regression was coined. 

 

 

 

2.Support Vector Machine 

The "Support Vector Machine" (SVM) is a 

supervised machine learning technique   that can 

be used to solve classification and regression 

problems. It is, however, mostly employed to 

solve categorization difficulties. We represent 

each data item as an extended point in n-

dimensional space (where n is the number of 

features you have), with the value of each feature 

being the value of a certain coordinate in the SVM 

algorithm. Then we accomplish classification by 

locating the hyper-plane that clearly distinguishes 

the two classes (look at the below snapshot). 

 

 
SVM is useful since it can perform both 

classification and regression. 

Because the output is a real number, it becomes 

extremely difficult to forecast the information at 

hand, which has an endless number of possibilities. 

A margin of tolerance (epsilon) is approximately in 

approximation to the SVM which may have already 

been sought from the matter in the event of 

regression.But, aside from this, there is a more 

difficult reason: the algorithm is more complicated, 

thus it must be taken into account. The general 

concept is to decrease mistakes by individualizing 

the hyper-plane that maximizes the margin while 

keeping in mind that some error is tolerable. 

To execute the linear separation, the kernel 

functions translate the data information into a 

higher dimensional feature space. 
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b) 

 
We utilized the RBF kernel (Radial Basis Function) 

A radial basis function is a real-valued function 

whose value is solely determined by the distance 

from the origin, or alternatively, the distance from 

some other point referred to as a center. A radial 

function is any function that satisfies the property. 

RBF stands for "Response Function Local." 

       c) There are several versions of the kernel 

function K(xi, xj ): 

c.1) Linear kernel: K(xi, xj ) = xTi xj, K(xi, xj ) = 

xTi xj, K(xi, xj ) = xTi 

c.2) Degree d polynomial kernel: K(xi, xj ) = (1 + 

xTi xj/c)d, 

c.3) RBF kernel: K(xi, xj ) = exp(kxi xjk2/2),  

c.4) MLP kernel: K(xi, xj ) = tanh(kxTi xj + ),  

d, c, k, and k are constants. The linear kernel, we 

note, corresponds to the 

(x) = x is a linear function. 

KRBF (x, x') = exp [-y ||x -x'||2] 

The RBF Kernel is just a low-band pass filter, 

which is commonly used in Signal Processing to 

smooth pictures. The RBF Kernel operates as a 

prior, weeding out non-smooth solutions. 

d)  

 
 

 

 

 

 

 

 

 

V. FLOWCHART 

 

                      

VI. OUTPUT 

We have a dataset for the company 

“BajFinance.NS” here. Yahoo Finance provided 

the most up-to-date information. The data spans a 

ten-year period, from January 1, 2010, to 

November 6, 2021, when BajajFinance was 

founded. The data includes stock information such 

as the high, low, open, volume, close, and adjacent 

close. Only the stock's day-by-day closing price has 

been extracted. 

 

 

 

 

 

 



© July 2021 | IJIRT | Volume 8 Issue 2 | ISSN: 2349-6002 

IJIRT 152191 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 881 
 

1) Describing dataset: 

1.1) The head data of our dataset         

 
1.2) The tail of our dataset 

 
Based on the current Adjusted Close price, we will 

forecast the price of a stock for the next 60 days. 

Because we only require the Adjusted Close (Adj. 

Close) price, I'm only pulling data from the column 

‘Adj Close' and storing it in the variable ‘df.' The 

first primary 5 rows of the new data set are then 

printed. 

1.3)  

 
Here we have created a variable to store the number 

of days into the future we want to predict got the 

new data like  

1.4)  

 
2) Using Support Vector Regression 

2.1) Accuracy got by Support Vector Machine 

 
 

 

 

 

2.2) Predicted values and plot graph got by using 

RBF kernel 

 

 
2.3) Predicted values and plot graph got by using 

Polynomial kernel 

 

 
 

2.4) Predicted values and plot graph got by using 

Linear kernel 
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2.5) Merging the graphs of all the kernels we can 

see the plot graph as follow 

 
 

3) Linear Regression  

Linear Regression confidence for 60 days 

is: 

      lr confidence:  0.8911011569583701 

3.1) Linear Regression prediction values and 

graph for 60 days 

 

 
 

4) Linear Regression prediction for the dataset 

of 3 years i.e from 2018 to 14-06-2021 

have the accuracy as 

    lr confidence:  0.9564746425858983 

 

4.1) We can see here the actual and predicted 

values difference: 

 
4.2) Bar Graph for Linear Regression 

 
4.3) The plot graph for our model is given below: 
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VII. CONCLUSION 

Predicting stock market closing price returns is a 

difficult undertaking since stock values are always 

changing and are based on various parameters that 

follow complex patterns. We discovered that we 

can apply machine learning to anticipate and 

compare stock market prices in this article. The 

outcome demonstrates how historical data can be 

used to anticipate stock movement with reasonable 

accuracy. 
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