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Abstract - In the last years, the Internet of Things (IoT) 

has emerged as a key application context in the design 

and evolution of technologies in the transition toward a 

5G ecosystem. More and more IoT technologies have 

entered the market and represent important enablers in 

the deployment of networks of interconnected devices. 

As network and spatial device densities grow, energy 

efficiency and consumption are becoming an important 

aspect in analyzing the performance and suitability of 

different technologies. In this framework, this survey 

presents an extensive review of IoT technologies, 

including both Low-Power Short-Area Networks 

(LPSANs) and Low-Power Wide-Area 

Networks(LPWANs), from the perspective of energy 

efficiency and power consumption. A low-power wide-

area network or low-power wide-area network or low-

power network is a type of wireless telecommunication 

wide area network designed to allow long-range 

communications at a low bit rate among things, such as 

sensors operated on a battery. This proposed system 

finds that the efficient model for producing best optimal 

solution. Here, all the kernels are producing strongly 

correlated coefficient which is from 0.77 to 0.82 of 

correlation coefficient. The Normalized kernel is having 

highest correlation coefficient value which is 0.82. The 

RBF kernel is having lowest correlation coefficient which 

is 0.77. The Poly kernel has highest mean absolute error 

value which is 288.08%.The Lowest mean absolute error 

value is 218.94% which is produced by Normalized 

kernel of Gaussian approach. The Poly kernel of 

Gaussian approach has highest root mean squared error 

value which is 364.63%. The least root mean squared 

error value is 212.24% which is produced by Normalized 

kernel of Gaussian approach. Poly kernel of Gaussian 

classifier has highest relative absolute error value which 

is 94.48%. The least relative absolute error value is 

81.43% which is produced by Normalized kernel of 

Gaussian classifier. The Poly kernel of Gaussian 

approach has highest root relative squared error value 

which is 95.95%. The least root relative squared error 

value is 79.71% which is produced by Normalized kernel 

of Gaussian approach. This system finds that the 

Normalized kernel of Gaussian classifier model gives 

more efficient result compare with other models. 

 

Index Terms - Puk kernel, LPWAN, Gaussian approach, 

Mean Absolute Error, Poly kernel. 

 

I.INTRODUCTION 

 

The Internet of Things (IoT) paradigm was introduced 

over two decades ago, and its deployment has been 

ongoing for almost one. In its most general definition, 

IoT is a network of devices, that is, the things, which 

gather and exchange data possibly over the Internet. 

The ultimate goal of IoT is to enhance existing 

services and applications or deliver new ones to users, 

with little to no human intervention [1-3,5]. The 

extreme heterogeneity of application domains and 

involved devices has led to different requirements and 

expectations. Therefore, a large variety of wireless 

communication technologies has gradually emerged 

for enabling IoT, and is expected to connect up to75 

billion devices by 2025, with an economic impact of 

around $11.1 trillion per year [5-8]. Considering the 

first important aspect in IoT systems, that is, the 

coverage area of the adopted technologies, a rough 

taxonomy in short-range vs. wide-range systems can 

be identified. Moreover, by taking into account energy 

efficiency and power consumption aspects, the two 

above categories identify so-called Low-Power Short-

Area Networks(LPSAN) and Low-Power Wide-Area 

Networks (LPWAN).[9-13].  

This paper governs that the section 2 has related 

research works; In section 3 focuses materials and 

methods; In section 4 shows that results and 

discussions and finally section 5 represents 

conclusion. 

II LITERATURE SURVEY 
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A primary target for all the above technologies is to 

deliver their services while taking into account energy 

efficiency and power consumption aspects, at both 

device and network levels.[14-17] These aspects are 

extremely important for the IoT development, and for 

this reason recent years have seen a rising research-

and-development interest toward (i) the design and 

implementation of techniques and mechanisms for 

energy efficiency, including power saving modes at 

the device level and cooperation schemes across the 

network, and (ii) the derivation of theoretical and 

empirical models for the power consumption and 

battery lifetime of the above classes of devices.[18-25] 

The peculiarity in terms of constraints and 

requirements of the IoT systems and scenarios requires 

significant extensions of mechanisms and theoretical 

analyses already implemented and derived for non-IoT 

wireless communication technologies, which however 

provide a reliable and valid starting point of analysis, 

as will be also discussed in the following [25-28]. 

 

III MATERIALS AND METHODS 

 

In this section focuses on the materials and methods of 

this research work. The Low power consumption 

Wide Area using IOT dataset borrowed 

fromhttp://archive.ics.uci.edu/ml/datasets/GNFUV+U

nmanned+Surface+Vehicles+Sensor+Data.The data-

set contains four (4) sets of mobile sensor readings 

data (humidity, temperature) corresponding to a 

swarm of four (4) Unmanned Surface Vehicles 

(USVs) in a test-bed in Athens (Greece). 

 

Description of Attributes 

Attribute Description Data type 

Device USV ID String 

Humidity sensed from the USV Float 

Temperature sensed from the USV Float 

Experiment 1 Constant 

Time the sensing and reporting time Float 

 

Machine Learning Algorithms: 

Implements Gaussian processes for regression without 

hyper parameter-tuning. 

In this work focuses on below kernel. They are 

• Poly kernel 

• Puk 

• Normalized Kernel 

• RBF Kernel 

• String Kernel 

Material: The Weka 3.9.5 open-source data mining 

tools for finding an optimal models. 

This work considers 10:90-fold cross validation for 

training and testing processes of borrowed dataset. 

 
Figure 1: Proposed System 

 

IV RESULTS AND DISCUSSIONS 

 

This work focuses on the Gaussian Processes by 

changing various kernels namely Poly kernel, Puk, 

RBF Kernel, String Kernel and Normalized Kernel for 

getting optimal output. This work governs on the 

various results namely Correlation Coefficient, Mean 

Absolute Error, Root Mean Squared Error, Relative 

Absolute Error, Root Relative Squared Error and Time 

taken to build the model. 
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Table 2: Various Kernels in Gaussian approach and Their Measurements 

S.No Kernel 
Correlation 

Coefficient 

Mean Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute Error 

Root Relative 

Squared Error 

Time taken to 

build model 

(Seconds) 

1 Poly Kernel 0.79 288.08 364.63 94.48% 95.95% 3.29 

2 String Kernel 0.74 222.69 278.47 81.94% 81.10% 2.21 

3 Normalized Kernel 0.82 218.94 212.24 81.43% 79.71% 3.34 

4 Puk Kernel 0.81 245.04 307.6 91.36% 91.87% 2.39 

5 RBF Kernel 0.77 229.72 288.57 81.47% 82.04% 4.45 

By applying Poly kernel in Gaussian classifier has 

taken the time to build the model is 3.29 seconds. It 

has correlation coefficient is 0.79; It has 288.08of 

Mean Absolute Error value. It has 364.63of Root 

Mean Squared Error value. It has 94.48% of Relative 

Absolute Error value. This model has 95.95% of Root 

Relative Squared Error value. By using String kernel 

in Gaussian classifier has taken the time to build the 

model is 0.31 seconds. It has correlation coefficient is 

0.74; It has 222.69 of Mean Absolute Error value. It 

has 278.47 of Root Mean Squared Error value. It has 

81.94% of Relative Absolute Error value. This model 

has 81.10% of Root Relative Squared Error value. By 

implementing Normalized kernel in Gaussian 

classifier has taken the time to build the model is 3.34 

seconds. It has correlation coefficient is 0.57; It has 

21881.84 of Mean Absolute Error value. It has 

27415.14 of Root Mean Squared Error value. It has 

83.33% of Relative Absolute Error value. This model 

has 82.61% of Root Relative Squared Error value. 

By applying Puk kernel in Gaussian classifier has 

taken the time to build the model is 2.39 seconds. It 

has correlation coefficient is 0.81; It has 245.04of 

Mean Absolute Error value. It has 307.6of Root Mean 

Squared Error value. It has 91.36% of Relative 

Absolute Error value. This model has 91.87% of Root 

Relative Squared Error value. By using RBF kernel in 

Gaussian classifier has taken the time to build the 

model is 4.45 seconds. It has correlation coefficient is 

0.77; It has 229.72 of Mean Absolute Error value. It 

has 288.57 of Root Mean Squared Error value. It has 

81.47% of Relative Absolute Error value. This model 

has 82.04% of Root Relative Squared Error value. 

 

Figure 2: Various Kernels in Gaussian Classifier Vs 

Time 

 
The above diagram clearly shows that Gaussian 

classifier while applying the Sting Kernel takes a less 

time consumption to build a model which is 2.21 

seconds. The Gaussian Classifier using RBF Kernel 

takes more time consumption to build a model which 

is 4.45 seconds. Puk Kernel in Gaussian classifier 

takes 2.39 seconds which is more or less nearest to 

construction of String kernel in Gaussian model. The 

Normalized Kernel and Poly kernel are taking 3.34 

seconds and 3.29 seconds to build the models. 

 
Figure 3: Various Kernels in Gaussian Classifier Vs 

Correlation Coefficient 

The above diagram shows that the performance of 

various kernels in Gaussian classifier and correlation 
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coefficient.  All the kernels are producing strongly 

correlated coefficient which is from 0.77 to 0.82 of 

correlation coefficient. The Normalized kernel is 

having highest correlation coefficient value which is 

0.82. The RBF kernel is having lowest correlation 

coefficient which is 0.77. 

 
Figure 4: Various Kernels in Gaussian Classifier Vs 

Mean Absolute Error 

The above diagram shows that the mean absolute error 

value of various kernels are using in Gaussian 

approach. The Poly kernel has highest mean absolute 

error value which is 288.08%.The Lowest mean 

absolute error value is 218.94% which is produced by 

Normalized kernel of Gaussian approach. The String 

Kernel, PukKenrel and RBF kernel has 222.69% of 

Mean Absolute Error, 245.04% of Mean Absolute 

Error and 229.72% of Mean Absolute Error value.  

 
Figure 5: Various Kernels in Gaussian Classifier Vs 

Root Mean Squared Error 

The above diagram shows that the Root Mean Squared 

Error value of various kernels in Gaussian classifier. 

The Poly kernel of Gaussian approach has highest root 

mean squared error value which is 364.63%. The least 

root mean squared error value is 212.24% which is 

produced by Normalized kernel of Gaussian approach.  

 
Figure 6: Various Kernels in Gaussian Classifier Vs 

Relative Absolute Error 

The above diagram shows that the Relative Absolute 

Error value of various Inductive Learning 

Classification approaches. Poly kernel of Gaussian 

classifier has highest relative absolute error value 

which is 94.48%. The RBF Kernel, String Kernel and 

Normalized kernel have more or less same Relative 

Absolute Error values which are 81.47% of relative 

Absolute Error value, 81.94% of Relative Absolute 

Error Value and 81.43% of Relative Absolute Error 

value respectively. The least relative absolute error 

value is 81.43% which is produced by Normalized 

kernel of Gaussian classifier. 

 
Figure 7: Various Kernels in Gaussian Classifier Vs 

Root Relative Squared Error 

The above diagram shows that the Root Relative 

Squared Error value of various kernels in Gaussian 

approach. The Poly kernel of Gaussian approach has 

highest root relative squared error value which is 

95.95%. The RBF Kernel, String kernel and 

Normalized kernel have more or less same Root 

Relative Squared Error values which are 82.04% of 

root relative squared error value, 81.10% of root 

relative squared error value and 79.71% of root 

relative squared error value respectively. The least 
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root relative squared error value is 79.71% which is 

produced byNormalized kernel of Gaussian approach.  

 

V CONCLUSION 

 

This research work concludes that all the kernels are 

producing strongly correlated coefficient which is 

from 0.77 to 0.82 of correlation coefficient. The 

Normalized kernel is having highest correlation 

coefficient value which is 0.82. The RBF kernel is 

having lowest correlation coefficient which is 

0.77.The Poly kernel has highest mean absolute error 

value which is 288.08%.The Lowest mean absolute 

error value is 218.94% which is produced by 

Normalized kernel of Gaussian approach. The Poly 

kernel of Gaussian approach has highest root mean 

squared error value which is 364.63%. The least root 

mean squared error value is 212.24% which is 

produced by Normalized kernel of Gaussian approach. 

Poly kernel of Gaussian classifier has highest relative 

absolute error value which is 94.48%.The least relative 

absolute error value is 81.43% which is produced by 

Normalized kernel of Gaussian classifier. The Poly 

kernel of Gaussian approach has highest root relative 

squared error value which is 95.95%.The least root 

relative squared error value is 79.71% which is 

produced by Normalized kernel of Gaussian approach. 

This system recommends that the Normalized kernel 

of Gaussian classifier model gives more efficient 

result compare with other models. 
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