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Abstract: In Many people make photo albums of their 

family or close friends or relatives but have a hard time 

finding photos of particular people which they want or 

to sort them according to that here, our application 

comes into work, where you can simply choose some 

photos as a collection of all the different faces available 

in the album and sort all the photos at once by the face 

detected in each photo. The application is purely based 

on AWS Rekognition client (and its services) and AWS 

S3(Storage). Amazon Rekognition makes it easy to add 

image and video analysis to your applications. You just 

provide an image or video to the Amazon Rekognition 

API, and the service can identify objects, people, text, 

scenes, and activities. It can detect any inappropriate 

content as well. Amazon Rekognition also provides 

highly accurate facial analysis, face comparison, and 

face search capabilities. You can detect, analyse, and 

compare faces for a wide variety of use cases, including 

user verification, cataloguing, people counting, and 

public safety. 

 

Index Terms: AWS, Amazon Rekognition, AWS S3 

storage 

INTRODUCTION 

 

Photo albums let you preserve important memories, 

not just for yourself, but for your children, 

grandchildren, and even your great grandchildren! 

They're historical and deeply personal references to 

you and your families' past. Facial image analysis 

and classification have been one of the most popular 

topics in the field of pattern recognition and 

computer vision. An interesting point of the study 

on facial data is that a given single data set can be 

applied for various types of classification tasks. For 

a set of facial images obtained from a group of 

persons, someone needs to classify it according to 

their personal identity, whereas someone else may 

want to detect a specific pose of the face. Computers 

don't “see” photos and videos in the same way that 

people do. This technology helps organize your 

photos and lets users find any photo with a simple 

search. A computer might also be trained to 

recognize the common patterns of shapes and colors 

that make up a digital image of a face. Analysis and 

classification of facial images have been a 

challenging topic in the field of pattern recognition 

and computer vision. In order to get efficient 

features from raw facial images, a large number of 

feature extraction methods have been developed. 

Still, the necessity of more sophisticated feature 

extraction methods has been increasing as the 

classification purposes of facial images are 

diversified. AWS recognition can used for detecting 

objects, scenes, text and contents in the 

image/photos. Amazon S3 Simple Storage Service 

(Amazon S3) is an object storage service that offers 

industry-leading scalability, data availability, 

security, and performance. You can use Amazon S3 

to store and retrieve any amount of data at any time, 

from anywhere. To get the most out of Amazon S3, 

you need to understand a few simple concepts. 

Amazon S3 stores data as objects within buckets. 

An object consists of a file and optionally any 

metadata that describes that file. To store an object 

in Amazon S3, you upload the file you want to store 

to a bucket. When you upload a file, you can set 

permissions on the object and any metadata. Buckets 

are the containers for objects. You can have one or 

more buckets. For each bucket, you can control 

access to it (who can create, delete, and list objects 

in the bucket), view access logs for it and its objects, 

and choose the geographical region where Amazon 

S3 will store the bucket and its contents. The basic 

storage units of Amazon S3 are objects which are 

organized into buckets. Each object is identified by 

a unique, user-assigned key. Buckets can be 

managed using either the console provided by 

Amazon S3, programmatically using the AWS SDK, 

or with the Amazon S3 REST application 
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programming interface (API). Objects can be 

managed using the AWS SDK or with the Amazon 

S3 REST API and can be up to five terabytes in size 

with two kilobytes of metadata. Additionally, 

objects can be downloaded using the HTTP GET 

interface and the BitTorrent protocol. 

 

S3 API SERVICES 

 

The broad adoption of Amazon S3 and related 

tooling has given rise to competing services based 

on the S3 API. These services use the standard 

programming interface; however, they are 

differentiated by their underlying technologies and 

supporting business models. A cloud storage 

standard (like electrical and networking standards) 

enables competing service providers to design their 

services and clients using different parts in different 

ways yet still communicate and provide the 

following benefits  

1. Increase competition by providing a set of rules 

and a level playing field, encouraging market 

entry by smaller companies which might 

otherwise be precluded. 

2. Encourage innovation by cloud storage & tool 

vendors, & developers because they can focus 

on improving their own products and services 

instead of focusing on compatibility. 

3. Allow economies of scale in implementation 

(i.e., if a service provider encounters an outage 

or as clients outgrow their tools and need faster 

operating systems or tools, they can easily swap 

out solutions). 

4. Provide timely solutions for delivering 

functionality in response to demands of the 

marketplace (i.e., as business growth in new 

locations increases demand, clients can easily 

change or add service providers simply by 

subscribing to the new service) 

A weakly supervised learning approach which was 

able to learn a deep convolutional neural network 

from unlabeled Red Green Blue Depth (RGBD) 

images. The nuclear waste was radioactive and 

comprises common objects such as plastic bottles. 

In this approach, bounding-box annotations are not 

required. Though the performance of this depth-Net 

was lower, the substantial improvement was then 

obtained by using multi-modal DCNNs. This paper 

proposed a novel weakly-supervised deep learning 

approach (DCNN-GPC) for detection and 

recognition of nuclear waste objects. This approach 

was based on deep learning and also able to detect 

and categorize unknown waste objects.  

CNN that classify each face as belonging to a 

known identify. Taigman et al[2017] multi-stage 

approach that aligns faces to general 3D shapes 

models. Rybchak et al [2017] SVM which 

significantly improves the speed and efficiency of 

the process of comparison of faces. Sun el al [2018] 

PCA and a joint Bayesian model that effectively 

corresponds to a linear transform in the embedding 

space are employed 

 

FUNCTIONAL REQUIREMENTS 

 

 To use the application function, the user should 

open the webpage. 

 Users can upload any photo. 

 Photos uploaded by the user should have at 

least one face.  

 Photos uploaded by the user can have a 

maximum of two faces.  

 Photos uploaded by the user should not be 

blurred. 

 

SYSTEM ARCHITECTURE 

 

Architecture diagram explains the design of the 

project. It acts as a Blue Print for the project. It gives 

a brief idea of the project overview. Here the 
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Architecture diagram represents the interconnection 

between the sensors and farmer’s mobile application. 

ALGORITHMS 

 

CONVOLUTIONAL NEURAL NETWORK(CNN) 

The first layer of a neural network takes in all the 

pixels within an image. After all the data has been fed 

into the network, different filters are applied to the 

image, which forms representations of different parts 

of the image. This is feature extraction and it creates 

"feature maps". 

This process of extracting features from an image is 

accomplished with a "convolutional layer", and 

convolution is simply forming a representation of 

part of an image. It is from this convolution concept 

that we get the term Convolution Neural 

Network (CNN), the type of neural network most 

commonly used in image classification/recognition. 

Recently, Transformers have performed wonders in 

image classification as well, which are based on 

the Recurrent Neural Network (RNN) architecture. 

If you want to visualize how creating feature maps 

for Convolutional Networks works - think about 

shining a flashlight over a picture in a dark room. As 

you slide the beam over the picture you are learning 

about features of the image. A filter is what the 

network uses to form a representation of the image, 

and in this metaphor, the light from the flashlight is 

the filter. 

The width of your flashlight's beam controls how 

much of the image you examine at one time, and 

neural networks have a similar parameter, the filter 

size. Filter size affects how much of the image, how 

many pixels, are being examined at one time. A 

common filter size used in CNNs is 3, and this covers 

both height and width, so the filter examines a 3 x 3 

area of pixels. 

This Algorithm Process the image and classify the 

difference between Human beings and Animals. 

There are two modules in our project. They are 

listed below with their description. 

1. AWS Module 

2. User Module 

 

1.AWS Module:  

A module encapsulates one or more resources and 

their respective configurations for   reuse across 

your organization. 

Domain experts from your organization, AWS, 

partners, and the open-source community can build a 

collection of reusable modules. 

There are different components of AWS, but only 

for key components are Amazon Cluster, Storage, 

Databases., Management and security, Networks, 

Analytics, Application services, Implementation and 

management. 

 

AWS Educate  

It is Amazon's global initiative to provide students 

and educators with the resources needed to 

accelerate cloud-related learning. With the 

increasing demand for cloud employees, AWS 

Educate provides an academic gateway for the next 

generation of IT and cloud professionals. 

2. User Module  

In the user module the user uploads the photo i.e., 

one photo at a time in flask UI 

 

CONCLUSION 

 

In this Paper we have successfully implement an 

Image Rekognition model that accepts face photos in 

order to recognize the face and efficiently update it 

into the S3 Bucket. The proposed Image Segregation 

model is effective in decreasing the number of 

additional software components needed for facial 

image grouping. 

 

FUTURE ENHANCEMENT 

 

By using this web application we are able to upload 

images into their respective folders on a local 

computer and also able to sort videos in the same 

way. By the way project can upgraded to increase the 

threshold value. 
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