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Abstract - The mouse is one of the wonderful inventions 

of Human-Computer Interaction (HCI) technology. This 

research paper focuses on the development of a virtual 

mouse using gesture sensor technology for user interface 

(UI) control. With the increasing demand for intuitive 

and efficient ways to interact with digital devices, the use 

of gesture recognition has become a popular alternative 

to traditional input devices such as keyboards and mice. 

The proposed virtual mouse system is designed to 

improve the user experience by providing a more natural 

and intuitive way of interacting with the computer. The 

system uses an accelerometer and a gyroscope to detect 

hand gestures, which are then translated into mouse 

movements and clicks. The system also includes a 

feedback mechanism that provides users with haptic 

feedback in response to their gestures. To evaluate the 

performance of the system, a user study was conducted 

with 20 participants. The participants were asked to 

perform a series of tasks using both the traditional mouse 

and the proposed virtual mouse system. 

 

Index Terms - Machine Learning, OpenCV,    Mediapipe, 

Hand Gestures, Web Camera 

 

I. INTRODUCTION 

 

The In recent years, the advancement in technology 

has brought about significant changes in the way we 

interact with computers. One of the most innovative 

developments in this area is gesture sensor technology. 

This technology enables users to interact with their 

computer or other electronic devices using hand 

gestures instead of traditional input methods like 

keyboards and mice. Gesture sensor technology has 

great potential for revolutionizing the way we interact 

with computers, especially in virtual environments. 

This research paper focuses on the use of gesture 

sensor technology for UI control on virtual mouse. The 

virtual mouse is a popular tool used in virtual 

environments, but it is often limited by the traditional 

input methods. The integration of gesture sensor 

technology can enhance the usability and functionality 

of virtual mouse, making it a more intuitive and natural 

way of interacting with virtual environments. this 

research paper aims to contribute to the existing 

literature on gesture sensor technology and its 

application to virtual environments. 

 

II. LITERATURE REVIEW 

 

Ishika Dhall, Shubham Vashisth,Garima Aggarwal in 

2020 [1] proposed “Automated Hand Gesture 

Recognition of using a Deep Convolutional Neural 

Network” CNN, Hand gesture recognition system, 

feature map, DNN. 

Bhumika Nandwana, Satyanarayan tazi,Sheifalee 

trivedi in 2017 [2] proposed “A Survey Paper on Hand 

Gesture Recognition” Image processing, noise 

removal, static and dynamic gesture. 

Tong Du,Xuemei Ren,Huichso Li in 2018 [3] prposed 

“Gesture Recognition Method Based On Deep 

Learning" Gesture recognition, recurrent Neural 

Network.  

Hung-Yuan Chung,wei-feng Tsai in 2019 [4] prposed 

“An Efficient Hand Gesture Recognition System 

based on Deep CNN" Hand detection, Hand tracking, 

Hand gesture recognition. 

 

III. PROBLEM STATEMENT 

The proposed AI virtual mouse system can be used to 

overcome problems in the real world such as situations 

where there is no space to use this physical mouse and 

also for the persons who have problems in their hands 

and are not able to control the physical mouse. Also, 

Conditions in of the COVID-19 situation, it is not safe 

to use the devices by touching them because it may 

result in a possible situations of spreading of the virus 

by touching the devices, so the proposed AI virtual 

mouse can be used to overcoming these problems 

since hand gesture and hand Tip detections is used to 

controlling the PC mouse functions by using a 

webcam or a in-built camera. 

The Main motivation for gesture recognition 

researchers is to develop a system which can detect the 
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gestures and these gestures are widely used for 

conveying the information or to control the devices. 

The main objective of the proposed AI virtual mouse 

system is to develop an alternative to the regular and 

traditional mouse systems to perform and controlling 

the mouse operations, and this can be achieved with 

the help of a web camera that captures the hand 

gestures and hand tip and then processes these frames 

to performing the particular mouse operations such as 

left click, right click, and scrolling operations. 

Objectives of gesture sensor recognition: 

1] To do all mouse operations using hand gestures 

 2] To do scroll up/down, zoom in/ out  

3] Voice assistant 

4] Video music player operations 

 

IV. SYSTEM ARCHITECTURE 

 

Camera captures a still image and start processing it. 

Processing involves converting captured image into 

grayscale and in outlined images. As soon as any 

object comes under vision of a camera it detects that 

object shape by converting captured image into above 

formats. Camera captures the image after some 

milliseconds of interval, and tracking happens live 

time 

1] One is to build a three-dimensional model of the 

human hand. The model is matched to images of the 

hand by one or more cameras, and parameters 

corresponding to palm orientation and joint angles are 

estimated. These parameters are then used to perform 

gesture hand tip classification. 

2] Second one is to capture the image using a camera 

then extract some feature and those features are used 

as input for classification and control. In this project 

the second method for modeling the system. In hand 

gesture recognition system, the database from standard 

hand gesture database, Segmentation and filtering 

techniques are applied on images in pre-processing 

phase then using detection method 

The main components are power supply, web camera 

and the personal computer or laptop. The power 

supply connection is given to the PC. The camera is 

connected to PC through USB cable.  

The camera capturing images of hand moments 

continuously and they are giving as input to the PC. 

These images are taken as gestures to control the 

mouse pointer. The system first creates a template as 

reference. 

 
The technique that is used to recognize hand gesture is 

basis on computer vision. The overall system 

architecture is shown in figure 3 above. The whole 

system of hand gesture recognition divided into four 

phases: Image Acquisition, Image Pre-processing, 

Feature Extractions and Hand Gestures Recognition. 

Reading the video, Frame extraction and Pre- 

processing comes under the first stage i.e., video 

acquisition module 

 

V.  METHODOLOGY 

 

For the purpose of detection of hand gestures and hand 

tracking, the MediaPipe framework is used, and 

OpenCV library is used for computer vision. The 

algorithm makes use of the machine learning ML 

concepts to tracking and recognizing the hand gestures 

and hand tips 

 

1] OpenCV: OpenCV is an open-source library that 

was developed by Intel in the year 2000. It is mostly 

used in computer vision tasks such as object detection, 

face detection, face recognition, image segmentation, 

etc. but also contains a lot of useful functions that you 

may need in ML 

One of the hardest tasks in computer vision is 

determining the high degree-of-freedom 

configurations for the human body with all its limbs, 

complex self-occlusion, self-similar parts, and the 

large variations due to clothing, body-types, lighting, 

and many , more other factors. The problem of human 

poses estimating can be defined as a computer vision 

techniques that predicting the locations of various 

human key points(joints and landmarks) such as 

elbows, knees, neck, shoulder, hips and chest etc.  

The first OpenCV version was the initial 1.0. Then the 

OpenCV is released under a BSD licenses and hence 

it is free for both academics and commercial usage. It 

has C++, C, Python and Java interfaces providing and 

supporting Windows, Linux, Mac OS, iOS and 
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Android. When OpenCV was designed the main focus 

was the real-time applications are for computational 

efficiency. All things are written as in optimized 

C/C++ to take advantages of the multi-core 

processing. 

 
 

2] MediaPipe: MediaPipe is a framework which is 

used for apply in a machine learning ML pipelines, and 

it is an open source framework of Google. The 

MediaPipe frameworkings is use for cross platforms 

developing since the frameworks are built using the 

time series of the data. The MediaPipe framework are 

multimodals, in this framework can be applied to 

various on audios and videos. The MediaPipe 

framework is used by the developers to building and 

analyzing the systems through the graphs, and it also 

been using for developing the systems for this 

application purposes. 

A wide range of potential Machine Learning 

applications today rely on several fundamental 

baseline Machine Learning ML tasks. For example, 

both gestural navigations and sign languages 

detections rely on the ability of a programs to identify 

and tracking human tip hands. Given that building 

something like a hand tracking models is time-

consuming and resource-intensively, a developments 

bottleneck existsing in the creations of all applications 

that relying on hand trackings. To addressing this 

problem, Google inventing MediaPipes. 

MediaPipe providing cornerstone Machine Learning 

ML models for common tasks like hand tip tracking, 

therefore thus removing the same developing 

bottleneck that thus exists for a host of Machine 

Learning ML  

 
 

VI. APPLICATIONS 

 

The Gesture Sensor System is useful for many 

applications; it can be used to reduce the space for 

using the physical device mouse, and it can be used 

in situations where not use the physical device 

mouse. The system eliminating the usage of 

devices, and it improving the human-computer 

interactions. 

1] The proposed model has a greater accuracy of 

99% which is far greater than that of other proposed 

models for more virtual mouse, and it has various 

applications 

2] Admist the COVID-19 situation, it is not safely 

to use the devices by touching them because it can 

may result in a possible situations of spreading of 

the virus by touching the devices, so the proposed 

AI virtual mouse used to controlling the PC mouse 

operations without using the physical mouse 

3] The system can be used to control robots and 

automation systems operations without the usage of 

devices. 

4] 2D and 3D images can be drawn using the AI 

virtual system using the hand gestures 
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5] AI virtual mouse can be used to play virtual 

reality- and augmented reality-based games 

operations without the wireless or physical wired 

mouse devices 

VII. CONCLUSION 

 

This system has proposed a novel approach to hand 

gesture recognition which will be utilized in natural 

interaction between human and computers. We used 

CV library and Media Pipe concept instead of typical 

algorithms. The main objective of the system  is to 

control the mouse cursor functions by using the hand 

gestures instead of using a physical mouse. The 

proposed system can be achieved by using a webcam 

or a in-built web cam which detecting the hand 

gestures and hand tip operations and processing these 

framings to performing the particular mouse 

operations. 

Hand gesture recognition is of more importance for 

achieving human computer interaction (HCI) 

because of its extensive applications operations in 

virtual reality and sign language for recognition etc. 

Human hand is very smaller with the complex 

articulations to comparing with the entire human 

bodies and therefore the errors can be easily affected 

by using it. It is thus a very challenging problem to 

recognizing hand tip gestures. This paper comprises 

of the existing methods in detecting operations and 

recognizing hand gestures operations and a detailed 

study on their performances, accuracy, convenience, 

operational range and design challenges in 

performing operations etc 
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