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Abstract-The Wireless rechargeable sensor networks 

have benefited immensely from mobile chargers 

(WRSNs). While most current research has been on on-

demand recharging of WRSNs, little attention has been 

made to the combined consideration of residual energies 

and priorities when defining the charging schedule of 

energy-hungry nodes. Furthermore, most schemes 

ignore the issue of ill-timed charging responses to nodes 

with unequal energy consumption rates when making 

scheduling decisions, and they also ignore the issue of 

considering numerous network properties when making 

scheduling decisions. We address the aforementioned 

challenges in this study and present a unique scheduling 

strategy for WRSN on-demand charging. For 

establishing the charging schedule of the mobile 

chargers, we first use fuzzy logic, which integrates 

numerous network data. Next, we present a 

memorization-based method for determining the best 

charging schedule for mobile chargers. To illustrate the 

efficacy and efficiency of our approach, we run extensive 

simulations. The comparative findings show that the 

suggested scheme outperforms the current state-of-the-

art methods in terms of variety of performance. 
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Mobile Charger Vehicle, Reinforcement Learning. 

 

1.INTRODUCTION 

 

A wireless sensor network is a collection of sensor 

nodes that are used to continuously monitor and 

record physical or environmental changes as data for 

a variety of real-time applications. The internet of 

things refers to the interconnection of wireless sensor 

nodes assigned to do a specific task. The functioning 

period of the sensors is limited in most real-time 

scenarios due to the limits of their energy sources 

i.e., sensors nodes have very less battery capacity. As 

nodes have very less battery capacity recharging 

them is very difficult when the sensor nodes are 

turned on for longer hours. As a result, understanding 

the issues and developing solutions to improve the 

lifetime of the network is very important. 

In real-world scenarios, the energy consumption of 

sensors varies based on their role and 

responsibilities. Every node in the sensor network 

has a different level of priority that means every node 

will have a different task to perform on different 

levels. So each node will consume a different amount 

of energy i.e., they consume a different amount of 

battery units for every unit of time. 

As a result, problems such as data loss and sensor 

node premature death, as well as an energy- hole 

problem, arise in wireless sensor networks. These 

situations complicate the data transfer process to the 

base station and exacerbate the network partition 

problem. The network's lifespan is decreased 

because of the aforementioned concerns, and service 

quality frequently deteriorates. 

Increasing the lifetime of the network in a wireless 

sensor network is a challenge. Because it involves a 

variety of things, such as sensor deployment, sensor 

clustering, network aggregation, optimal routing, 

and battery unit effectiveness. These strategies are 

implemented in a combined way to prolong the life 

of the network. However, because the number of 

working nodes changes over time in an asynchronous 

wireless sensor network, performing the tasks such 

as scheduling, and routing are challenging. 

Therefore, based on the asynchronous behavior of 

the IoT network, routing should be Automated to 

increase the performance of the network. 

The authors devised a temporal-spatial charging 

scheme to determine the best charging path to 

minimize node deaths. However, the above-

mentioned systems overlook multi- node charging 

and heterogeneous energy consumption of nodes, 

which should be taken into account because they 

diminish energy efficiency. 



© April 2023| IJIRT | Volume 9 Issue 11 | ISSN: 2349-6002 

 

IJIRT 159200 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 627 

The authors created an efficient partitioning 

algorithm to partition the entire network into regions 

such that every region will get a rechargeable 

vehicle. In doing this the overall time taken to serve 

the sensor nodes will decrease and efficiency will 

increase not only that the average time taken will 

drastically come down when we split the region. It is 

in a way represents the divide and conquer 

methodology. 

In the Nearest-Job-Next with Pre-emption (NJNP) 

method was presented, in which the node that is 

nearest to the MC is selected to be charged first. The 

MC, on the other side, gets pre-empted in the event 

of a new charging request from a closer node. In 

dense networks, too much MC pre-emption leads the 

nodes far away from the MC to die early, resulting in 

NJNP insufficiency. 

A charging scheme was proposed that took into 

account both the requesting time of nodes and their 

distance from the MC, but it works the same as NJNP 

in the case of a large number of charging requests 

occurring at the same time, which is not ideal. The 

inventors attempted to optimize the covering utility 

by scheduling numerous MCs for energy delivery to 

the nodes. However, they neglected to consider other 

goals, such as increasing the survival rate while 

reducing charging latency provided an 

approximation approach for reducing the number of 

MCs required for recharging the nodes. Using the 

notion of the smallest enclosing disc, the authors 

came up with an approximation solution and found 

optimal sojourn locations for the MC. [10]. 

 

2.LITERATURE SURVEY 

 

A. Tomar have researched that the ubiquitous 

wireless rechargeable sensor networks have been 

sustained by the development of mobile charging 

using wireless energy transfer technology. The 

research shows that employing multiple charging 

vehicles (MCVs) and a multi-node charging 

architecture, on-demand recharging of the sensor 

nodes (SNs) may greatly increase the charging 

performance. Most current schemes overlook the 

heterogeneous rate of SNs' energy consumption, 

partial charging of the SNs, and combined 

optimization of several network parameters, 

depriving these schemes of the advantages of 

extending network lifespan to the fullest degree. 

Yong Jin, Jia Xu, Sixu Wu said, According to 

research on wireless sensor networks (WSNs), 

sensor nodes' (SNs) low battery capacity prevents 

continuous operation. In order to address the 

shortage of energy in WSNs, recent results in the 

field of wireless energy transfer (WET) have 

garnered a lot of interest from academics and 

industry. A new paradigm of wireless rechargeable 

sensor networks is created by WET, whose basic idea 

is to recharge SNs using one or more wireless mobile 

chargers (MCs) (WRSNs). A well-known NP-hard 

problem is choosing the best sequence in which to 

charge the SNs (also known as the charging 

schedule) in an on-demand WRSN. Additionally, 

because to the spatial and time limits introduced by 

requesting SNs, caution must be used while 

establishing an MC's charging schedule. The 

problem of scheduling an MC is initially formulated 

using Linear Programming (LP) in this study, and we 

then provide an effective solution using the 

gravitational search technique (GSA). An innovative 

agent representation strategy and an effective fitness 

function are proposed for our method. We do 

thorough simulations on the suggested scheme to 

show how well it performs in comparison to two 

cutting-edge algorithms, first come first serve 

(FCFS) and closest task next with preemption 

(NJNP). The simulation results show that in terms of 

charging delay, the suggested approach performs 

better than both of the currently used techniques. 

P. Kar and S. Misra have researched Wireless 

charging vehicles (WCVs) may send electrical 

energy to sensors with the use of wireless power 

transfer technology, opening up a new paradigm for 

extending network lifetime. Existing collaborative 

charging systems often use a periodic and 

deterministic approach, ignoring the impacts of non-

deterministic phenomena like topological changes 

and node failures, rendering them unsuitable for 

large-scale WRSNs. The on-demand charging 

architecture is developed for in this research using 

the temporal-spatial charging scheduling algorithm 

(TSCA). In order to extend network lifetime, we 

strive to reduce the proportion of dead nodes while 

optimising energy efficiency. First, a WCV will 

choose a workable movement option after compiling 

charging requests. The charging sequence is then 

modified to improve efficiency using a simple route 

planning algorithm. Additionally, global 
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optimizations are made. After that, a node deletion 

method is created to get rid of charging nodes with 

low efficiency. 

 

3.PROPOSED METHODOLOGY 

 

We are proposing A wireless sensor network 

consists of heterogeneous sensor nodes (i.e., nodes 

that has different battery capacities as well have a 

different level of priorities), an immobile base 

station, and a mobile charger to recharge all the 

sensor nodes. 

As sensory nodes have very limited battery 

capacities mobile chargers need to recharge these 

nodes very frequently. Each node has a rechargeable 

battery with an Emax total energy limit (i.e., battery 

capacity). We assume that the base station is aware 

of each node's location and that an event occurs with 

the same probability at each sensor node. 

Furthermore, throughout each data collecting round, 

the nodes continually sense the surroundings and 

report the perceived data to the base station. There 

are also no isolated nodes in the network. Each 

mobile charger is equipped with a large battery 

capacity such that it recharges every node that is 

present in the recharge schedule of the state I 

generated by the base station. 

The following is the technique for how the system 

works. Because each sensor node has a finite battery 

capacity, when the battery level falls below a certain 

threshold, the sensor node sends a message packet to 

the base station requesting recharging. The message 

contains the node identification number, the node's 

residual battery (i.e., the battery that has been left 

out), and the priority. 

When the base station gets this message, it uses the 

Pythagoras formula to compute the distance between 

the node and the base station. The mobile charger 

will wait till the state time is through (i.e., each state 

has a certain time limit). After the time restriction 

has passed, a mobile charger with a charging 

schedule is sent to all of the request generated nodes 

to be recharged. 

Schedule = {Base station → ti → ti+1 → · · · → tr} 

i.e., first rechargeable vehicle will perform will 

service the node ti then ti+1 and so on up to tr. And 

at last the total distance is travelled by the mobile 

charger is calculated and average waiting time of all 

the sensor nodes is calculated to check the 

optimality. 

This problem is a minimization problem aiming at 

decreasing the average waiting time and total 

distance travelled by the charger vehicle. In this 

system, RL is used to solve the problem of 

scheduling. We could divide the system into states, 

actions. 

So, reinforcement learning is the best fit to solve the 

scheduling problem. The entire system is divided 

into equal time intervals, in every time interval CMS 

collects the recharge requests. In our system these 

time intervals with requests are considered as states. 

Out of many schedules an optimal schedule will be 

given to MCV for recharging, this set of schedules 

in every state is action space. Action in state is a 

subset of all the schedules that are generated. 

Reinforcement learning agent cannot detect sensor 

nodes, but it is trained to act on the sensor node 

weights. RL agent acts for achieving long term 

reward. We are taking the reward function as an 

inverse of average waiting time and distance. We are 

presenting a fuzzy logic system for calculation of 

sensor node weights based on the properties like 

node distance, node recharge request time, 

remaining battery capacity. 

As an on-policy version, in an optimal schedule the 

nodes are arranged in a sorted order based on the 

fuzzy node weights. To maximize the long-term 

reward, we must choose the best possible schedule 

out of all the schedules. 
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4.ALGORITHM 

 

 Code snippet to find node weights  

  
Fig1: Code snippet to find node weight  

Algorithm to find permutations of a state  

Input state consisting of requests of sensor nodes Data:  

Generated Permutations: generated permutations,  

Elements ToPermute: elements to permute (also initial permutation), Length 

OfArray: length of the array if LengthOfArray == 1 then  

add Elements ToPermute to Generated Permutations; else  

Length OfArray = LengthOfArray - 1;  

Recursive HeapsAlgorithm (Elements ToPermute, LengthOfArray);  

for i = 0; i < LengthOfArray; i++ do if 

LengthOfArray is even then   

SwapElements (i,Length OfArray);  

else   

 SwapElements (0,Length OfArray); end  

RecursiveHeapsAlgorithm  (Generated  Permutations,  Elements 

ToPermute, Length OfArray); end  
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end  

This algorithm works as decrease and conquer. 

 

Algorithm to find the optimal schedule   

While Sk is not the terminal state do  

   Initialize N  

            For every Ni do   

     Initialize Q (p, r, x_dist, y_dist, t, Nid)  

   end for  

   For every Qi do  

           Find node weight and serial number using fuzzy logic table  

   end for   

   if efficient schedule is already present then  

     output the schedule   

   else if merging is possible then   output the 

merged schedule              

  else           

   derive all the combinations of serial numbers.  

   find optimal combination and store it in master table  

   end if  

             end while   

  

Where,  

S denotes state (consisting of set of recharge requests from sensor nodes).  

P is priority of the sensor nodes  

R is residual energy sensor node  

N denotes no. of number of nodes in wireless rechargeable sensor network.  

Q is request variable consisting of   priority, Residual Energy, Distance, Request time, Node id of sensor 

nodes.  

T is request time of sensor node.  

Nid is node id of respective sensor node.  
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Algorithm to search whether optimal schedule is already present   

  
Fig: Code snippet to search existing optimal schedule  

Here the input requests are sorted and for every iteration a vector form memorization table is considered, 

and it is sorted and compared with input requests, such that the overall computation time will be reduced.  

Algorithm to find optimal schedule by merging two optimal schedules.  

  
Fig: Code snippet to find optimal schedule by merging two schedules 

 

5.RESULTS 

 

The images of the output of the developed model are shown below: 

Case 1: 
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Case 2: 

 
 

Comparison with shortest distance first algorithm 

X-Axis: Max node distances.  

Y-Axis: Total distance covered by a rechargeable vehicle to recharge all  the nodes in a schedule.  
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Distance covered comparison graph  

• Proposed Memorization based algorithm  

• Shortest Distance first algorithm  

 

Distance Comparison of proposed FRL with FCFS, SDF, Fuzzy algorithm 

Comparison of proposed algorithm with SJF, Fuzzy, FCFS with respect to distance  

 
Fig : Distance Comparison of Proposed  FRL algorithm with FCFS, SDF, FUZZY 
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6.CONCLUSION 

 

Research and experiment have been conducted to 

detect the optimal schedule with help of fuzzy logic 

and reinforcement learning. The experiment to detect 

optimal schedule has been done according to the 

research methodology that has been proposed 

according to the objective to the research. The research 

questions that have been taken here will be discussed 

in this section along with the discussion of the present 

limitations and future scopes of the project. 

7.FUTURE ENHANCEMENTS 

 

We want to combine our memorization-based 

approach with reinforcement learning in the future. 

Reinforcement Learning is a deep learning approach 

for optimizing overall reward of the system. This 

long-term learning approach uses neural networks to 

optimize a particular functionality of the system. We 

could obtain a much more optimal schedule this way. 

The scheduling can be done using multiple inputs in 

order to support real time sensor network systems. In 

future, multiple mobile chargers can be used to 

recharge the sensor nodes in the networks. 
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