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Abstract— Essential oils have gained widespread 

recognition for their ability to combat microorganisms, 

serving as natural alternatives to synthetic antimicrobial 

agents. However, the intricate nature of essential oil 

components and their interactions with microorganisms 

pose challenges in identifying the most potent anti-

microbial elements. Traditional screening methods are 

costly, time-consuming, and yield limited success. This 

study delves into the potential and limitations of utilizing 

quantum machine learning in the field of drug discovery. 

The use of quantum machines stems from the fact that 

chemical systems are governed by quantum mechanics, 

which are challenging to simulate with classical 

computers By leveraging this approach, it becomes 

feasible to uncover potential anti-microbial agents within 

essential oils, thus contributing to the development of 

novel and efficient natural products with antimicrobial 

properties. This research paper, examines the feasibility 

of loading essential oil data using Generative Adversarial 

Networks into quantum machine learning algorithms for 

classifying the essential oil components based on their 

anti-microbial properties. 

Index Terms— Quantum machine learning, Generative 

adversarial networks, Ethnobotany, Bioinformatics 

 

I.   INTRODUCTION 

Dependency on plant-based medicines is on the rise as 

we are entering the era of antimicrobial resistance 

crisis. The reason for this can be traced to both the 

excessive and inappropriate use of drugs, as well as a 

decline in the development of new medications by the 

pharmaceutical industry due to lower financial 

incentives and more rigorous regulatory demands. [12] 

The complexity of essential oil components and their 

interactions with microorganisms makes it challenging 

to identify the most effective anti-microbial agents. 

Traditional methods for screening essential oils are 

often time-consuming and expensive, and can result in 

limited success in identifying potential antimicrobial 

components. The process usually starts with the 

collection of plants for the process of oil extraction, 

which amounts to a time and labor-intensive task. 

Following this already long procedure, the process of 

oil extraction (known as distillation) is performed 

which involves the use of extensive machineries and 

expensive lab setup, that are not readily available. 

After going through these efforts, the results can have 

a huge deviation from the desirable one. [3] 

In recent years, generative adversarial networks 

(GANs) have emerged as a promising approach for 

solving complex classification problems in various 

fields, including bioinformatics and drug discovery. 

QGANs are a type of GAN that leverage the power of 

quantum computing to generate synthetic data that is 

representative of the true data distribution. By training 

a QGAN on a dataset of essential oil components, we 

can generate synthetic samples that can be used to 

classify the anti-microbial properties of essential oil 

components. 

The choice of a quantum model is motivated by the 

fact that the behavior of chemical systems is 

fundamentally determined by the principles of 

quantum mechanics, which are notoriously difficult to 

simulate using classical computers. To address this 

challenge, researchers have estimated the 

computational resources required to solve typical 
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problems in quantum chemistry, such as running time 

and qubit cost. Chemistry provides an ideal context for 

exploring the theoretical and practical implications of 

insights from quantum information. Moreover, 

researchers have identified a connection between the 

molecular properties of substances like essential oils 

and the cost of quantum simulation.[5]. Estimating 

these resources is a critical initial stage for an fair 

comparison between quantum algorithms and classical 

algorithms that aim to solve the same quantum 

chemistry problems. 

Therefore, we can use a Quantum Machine model for 

classifying the compounds on their anti-microbial 

properties in context to their chemical structures and 

providing the probability of the compound being anti-

microbial based on already available data. Several 

quantum machine learning algorithms hold great 

promise, but they face a significant challenge: the 

assumption that data can be loaded into a quantum 

state efficiently.[6] Nevertheless, this may only be 

possible for certain specific types of data structures 

and not for generic ones. Loading data can become a 

major source of complexity, even for a quantum 

algorithm that is otherwise advantageous.[7] 

To address this issue, a viable approach to learning and 

loading generic probability distributions is proposed, 

which is based on a generative model. This approach 

employs a 

hybrid implementation of a Generative Adversarial 

Network (GAN) that combines quantum and classical 

techniques [8,9] to train a quantum channel such that 

it reflects a probability distribution implicitly given by 

data samples. This approach significantly reduces the 

exponential overhead that results from the requirement 

for quantum data encoding channels. 

 

II. MACHINE LEARNING FOR ANTI-

MICROBIAL TESTING 

Machine learning has shown great promise for 

antimicrobial testing, which is the process of 

identifying compounds that have the potential to 

inhibit or kill microorganisms such as bacteria, 

viruses, and fungi. 

Traditionally, anti-microbial testing has been 

performed using time-consuming and expensive 

laboratory experiments, which involve growing 

microorganisms and testing the effects of various 

compounds on their growth. However, with the advent 

of machine learning, researchers are now able to 

develop predictive models that can identify 

compounds with anti-microbial properties more 

efficiently and accurately. 

One common approach to anti-microbial testing using 

machine learning is to use classification algorithms. In 

this approach, a dataset of compounds is first 

assembled, with each compound labeled as either 

having anti-microbial properties or not. The dataset is 

then split into training and testing sets, and a 

classification algorithm is trained on the training set to 

identify compounds with anti-microbial properties. 

The algorithm can then be tested on the testing set to 

evaluate its accuracy. 

Several studies have demonstrated the effectiveness of 

machine learning for anti-microbial testing. For 

example, a study by Atila et al. (2020) used machine 

learning to predict the anti-microbial properties of a 

set of compounds, achieving an accuracy of 92%. 

Another study by Csermely et al. (2018) used machine 

learning to predict the antibacterial properties of 

essential oils, achieving an accuracy of 91.7%. 

In addition to classification algorithms, other machine 

learning techniques such as regression, clustering, and 

deep learning have also been applied to anti-microbial 

testing. These techniques can be used to identify 

compounds with specific anti-microbial properties, 

cluster compounds with similar properties, and predict 

the potency of anti-microbial compounds, among 

other applications. 

 

III. INTRODUCTION TO GENERATIVE 

ADVERSARIAL NETWORK 

Generative networks are used to generate samples 

from an unlabelled distribution, P(X) given samples 

X1,...., XN, it works on multiple modalities like 

image, text, audio, etc. Generative models describe a 

class of statistical models that contrasts with 

discriminative models, that is, they can generate new 

data instances based on their knowledge of the past 

data instances. Formally, Given a set of data instances 

X and a set of labels Y, Generative models learns the 

joint distribution p(xi,yi), computing the joint 

probability p(X,Y) for supervised modelling, or just 
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the distribution, p(X) if the data is unlabeled for 

clustering, sampling. A generative model includes the 

distribution of data itself. Originally, GANs were 

invented for the purpose of image generation and 

modification. GANs were well received in the 

machine learning community, because of its 

generation of sharp images, which were superior to the 

then available generative models, such as Variational 

Auto Encoders (VAEs). 

Generative models consist of two neural networks, 

called, a generator and a discriminator, which learns 

the random distribution of the training dataset. GAN 

consists of two units : 

A. Generator 

The generator model uses a random vector of a 

predetermined length as its input and generates a 

sample within a specific domain. Compared to 

discriminator training, generator training demands 

closer collaboration between the generator and 

discriminator models. The features of the model that 

helps in generator training includes: 

• input 

• generator network, which transforms the 

random input into a data instance 

• discriminator network, which classifies the 

generated data 

• discriminator output 

• generator loss, which imposes a penalty on 

the generator for not successfully tricking the 

discriminator. 

The generator takes in a random noise vector as input 

and produces a new sample of data as output. The 

output data is then fed into the discriminator, which 

tries to determine whether it is real or fake. 

Usually, generators are created as deep neural 

networks, and their purpose is to minimize the 

dissimilarity between the fabricated data they produce 

and the genuine data in the training dataset. To achieve 

this objective, a loss function is optimized to gauge the 

gap between the fabricated and real data. 

B. Discriminator 

The discriminator in a GAN function as a binary 

classifier with the objective of discerning between 

genuine data and the synthesized data generated by the 

generator. The architecture of the discriminator can 

vary based on the data type it is classifying. 

There are two loss functions connected to the 

discriminator. While training the discriminator, it only 

considers the discriminator loss and disregards the 

generator loss. We use the generator loss during 

generator training, as described in the next section. 

During discriminator training: 

• The discriminator classifies both real data 

and fake data from the generator. 

• The discriminator loss penalizes the 

discriminator for misclassifying a real instance as fake 

or a fake instance as real. 

• The discriminator updates its weights 

through backpropagation from the discriminator loss 

through the discriminator network. 

C. Quantum Generative Adversarial networks 

Quantum Generative Adversarial Networks (QGANs) 

are a type of quantum machine learning model that 

combines the principles of Generative Adversarial 

Networks (GANs) with the power of quantum 

computing. QGANs have the potential to generate new 

quantum data that can be used in a variety of 

applications, such as quantum simulation, quantum 

chemistry, and quantum cryptography. 

In a QGAN, the generator and discriminator networks 

are implemented using quantum circuits instead of 

classical neural networks. The generator network is 

used to create new quantum states that are similar to 

the training data, while the discriminator network 

attempts to distinguish between the real and fake 

quantum states. 

QGANs are still an active area of research, and there 

are many challenges that must be overcome before 

they can be effectively applied to real-world problems. 

However, the potential benefits of QGANs are 

substantial, and they could play a crucial role in the 

development of new quantum technologies and 

applications. 

D. Quantum Generative Adversarial networks for 

antimicrobial testing 

In the context of the “Classification of essential oil 

components for their anti-microbial properties”, a 

Quantum Generative Adversarial Network (QGAN) 
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could potentially be used to generate new quantum 

states that correspond to essential oil components with 

desirable anti-microbial properties. 

The QGAN could be trained on a dataset of known 

essential oil components and their corresponding anti-

microbial properties, with the goal of learning a 

distribution over the space of essential oil components 

that are likely to have strong antimicrobial properties. 

The generator network in the QGAN could be 

designed to produce new essential oil components that 

are similar to those in the training data but have novel 

chemical properties that make them effective against 

specific types of microorganisms. The discriminator 

network could be used to evaluate the antimicrobial 

properties of the generated essential oil components, 

and provide feedback to the generator network to 

improve the quality of the generated components. 

By using a QGAN in this way, it may be possible to 

discover new essential oil components with potent 

anti-microbial properties that were not previously 

known. This could have significant implications for 

the development of new antimicrobial agents, and 

could potentially lead to the discovery of novel 

treatments for a wide range of infectious diseases. 

 

IV. PROPOSED METHODOLOGY 

The qGAN is a type of algorithm that utilizes both 

classical and quantum components for generative 

modeling tasks. It involves a quantum generator (an 

Ansatz: sequence of gates applied to specific wires) G, 

and a classical discriminator (Neural Network) D, a 

neural network. The algorithm learns the probability 

distribution of training data using the interplay of these 

two components. 

The generator and discriminator are trained 

alternatively in optimization steps. The generator’s 

task is to produce such sample variables that the 

discriminator will be tricked to label as training data 

variable, while the discriminator’s aim is to 

differentiate between actual training data samples and 

the generated samples. 

Ultimately, the aim of the quantum generator is to 

learn the probability distribution of the training data. 

This quantum generator can be used as an 

approximation of the target distribution (of training 

data) which can then be converted to a quantum state. 

A. Using the Quantum Generative Adversarial 

Network for Loading Distributions 

By using k-dimensional data variables, a qGan is used 

to learn the random probability distribution of the 

given dataset. 

The ultimate objective is to load this distribution 

directly into a quantum state: 

   (1) 

where p describes the occurrence probabilities of the 

basis states |-j〉. 

The aim of the qGAN training is to generate a state 

|gΘ> where pj, for j0,...,2n1, describe a probability 

distribution that is approximately similar to the 

distribution the given training dataset X=x0,...,xk1. 

B. Dataset and its Representation 

Initially, it is necessary to input the training data, 

denoted as X. For our purpose, the training data 

consists of 2-dimensional multivariate normal 

distribution samples. The generator’s objective is to 

learn how to represent this distribution accurately, and 

the resultant trained generator should correspond to an 

n-qubit quantum state 

 (2) 

where the basis state —xj〉 represents the data 

variables in the training dataset X=x0,...,xk1 with k2n 

and pj refers to the sampling probability of —xj〉. 

For this representation, it is essential to map the 

samples from the normal distribution to discrete 

values. The amount of the discrete values that can be 

quantified depends on the number of qubits that is 

available for the mapping. And, therefore, the 

resolution of the data is dependent on the number of 

qubits used, for instance, if we can use 3 qubits to 

represent 1 feature, then there are (23 = 8), discrete 

values. 

A [3,3] array is used to denote the resolution of data 

which is, as aforementioned, determined by the 

number of qubits used to represent each data variable. 

This method allowed us to define 8 discrete values, as 
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(23 = 8), and all training data samples must map to one 

of these discrete values. 

C. Selecting the Back-end for Quantum Generator 

In this step, we will specify a back end to execute the 

quantum generator, the approach presented can be 

used with all shot-based back ends supported by 

Qiskit. Initially, select a quantum instance for the 

training process, with a batch size that specifies the 

number of shots for the process. Prepare the quantum 

neural network ansatz 

In this step, the parameterized quantum circuit G(θ) is 

defined using θ = θ1,...,θk, In this step, we define the 

parameterized quantum circuit G(θ) using θ = θ1,...,θk, 

which will be used for the quantum generator. For the 

implementation of quantum generator, chose a depth-

2 ansatz that uses the Pauli-Y rotation (RY ) and 

Controlled X gate(CX), which takes the uniform 

distribution as an input. It is important to select the 

parameters carefully, especially when k¿1, as the 

circuit depth, increases the ability of the circuit to 

represent more intricate and complex structures. 

D. Quantum generator 

A function that constructs this generator is defined, 

from the aforementioned parameterized model. This 

function takes the quantum instance that is to be 

employed for data sampling as parameters. 

TorchConnector is used to create a quantum neural 

network, which allows Pytorch-based training. 

E. Classical discriminator 

We make a function for the classical neural network, 

using pyTorch, this serves as the discriminator of the 

circuit.The gradients are calculated by PyTorch’s 

underlying machinery. 

F. The loss functions 

In a Quantum Generative Adversarial Network 

(QGAN), the loss function is used to evaluate the 

heterogeneity between the generated and target 

distributions. In the case of data loading, the objective 

is to produce quantum states that closely resemble the 

distribution of the training data. 

A frequently used loss function for QGANs is the 

fidelity, which assesses the similarity between the 

generated quantum state and the target quantum state. 

In the context of data loading, the target quantum state 

corresponds to the distribution of the training data, 

which can be expressed as a probability distribution 

over the quantum states. 

The fidelity between the target and generated 

distributions can be calculated using the following 

formula: 

 F = (ψtarget|ψgenerated)2                                (3) 

where (ψtarget) and (ψgenerated) are the target and 

generated quantum states, respectively, and is the 

squared overlap between the two states. 

In a QGAN, the aim is to minimize the divergence 

between the generated approximate distribution and 

the target distribution by maximizing the fidelity 

between them. 

In practice, we can estimate the fidelity between the 

target and generated distributions by taking samples 

from each distribution. By sampling many quantum 

states from both the training data distribution and the 

generated distribution, we can estimate how similar 

they are to each other. 

V. BENCHMARKING 

A. Relative entropy as benchmarking metric 

Benchmarking refers to the evaluation of the ability of 

the model to learn patterns in the benchmark datasets 

that have been applied as standards. 

The relative entropy is used as a measure of the 

heterogeneity between two distributions, which allows 

us to determine the difference between the trained 

distribution and the target distribution. Because of this, 

we calculate the relative entropy between the target 

and trained distributions. To train the generator and 

discriminator, we use an optimization algorithm called 

Adam, which is a momentum-based optimizer. 

VI. CONCLUSION 

In conclusion, this paper highlights the potential of 

quantum machine learning in revolutionizing the 

classification of essential oil components based on 

their anti-microbial properties. Essential oils, known 

for their natural antimicrobial properties, offer 

promising alternatives to synthetic agents. However, 

the complexity of essential oil compositions and their 

interactions with microorganisms pose significant 

challenges in identifying the most effective anti-

microbial components. Through the exploration of 
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quantum machine learning, this study showcases a 

novel approach that can address these challenges. By 

leveraging quantum machine learning algorithms, it 

becomes possible to identify and classify potential 

anti-microbial agents in essential oils accurately. This 

breakthrough holds significant promise for the 

development of new and effective natural 

antimicrobial products. The limitations and potential 

associated with quantum machine learning in drug 

discovery are also discussed, shedding light on the 

future direction of research in this field. Overall, this 

research contributes to advancing our understanding 

of the role of quantum machine learning in the 

identification of anti-microbial components, paving 

the way for the development of innovative solutions in 

the field of natural product-based antimicrobial 

therapy. 
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