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Abstract—The usage of artificial intelligence (AI) 

systems has increased significantly over the past few 

years. We have seen AI systems being implemented even 

for simple decision support systems. But the usage of 

black box models has created a major distrust among the 

regular users of the system. An AI system is expected to 

give accurate predictions still, it is also crucial that the 

decisions made by the AI systems are humanly 

interpretable i.e. anyone using the system should be able 

to understand and comprehend the results produced by 

the AI system. In this paper, we discuss the use of 

explainability methods such as LIME and SHAP to 

interpret the results of various black box models. 

Index Terms— LIME, SHAP, Bag of words, TF-IDF, 

Logistic Regression. 

I. INTRODUCTION 

Today the use and need for machine learning models 

especially AI and deep learning models is growing 

faster than ever before. As the technology grows so 

does the power of these models due to the combination 

of extremely powerful machines and very easily 

accessible data.AI systems are easily accessible to the 

common man on the tip of their fingers.AI has been 

able to successfully help the everyday user in almost 

every day to day tasks as has become reliable than ever 

before. But the increase in usage of AI systems comes 

with its own limitation, i.e. its interpretability. 

The term Black Box describes a system that can be 

defined in terms of its input and output without 

knowing the internal workings of the system, Much 

like the machine learning models that are used on 

regular basis.AI systems provide a solution without 

providing the reason for the solution. This black-box 

nature of the solution causes major distrust among the 

everyday user and even developers of that system. It is 

extremely important to know why a particular model 

makes a particular decision in order to retain its 

reliability and to further increase the strength of the 

model. Here explainability comes into the picture. 

Model Explainability facilitates the debugging 

process, bias detection, and increasing trust toward the 

results of the AI system. 

This paper discusses the use of various XAI and NLP 

methods to perform a sentimental analysis on a text 

dataset. 

II. LITERATURE SURVEY 

Explainable Artificial Intelligence (XAI): 

The terms most encountered during the survey process 

were Interpretability and Explanability. But these 

terms are sometimes interchangeable or at least are 

used that way. A more clear definition for these words 

can be found in[1]. Model interpretability: The degree 

to which a human can understand the cause of a 

decision. Whereas, Model explainability is related to 

internal logic and mechanics inside a machine learning 

algorithm. 

1. Objectives of XAI: 

a. Justification: To justify the model’s decision in 

order to increase its credibility. 

b. Improvement: Some common problem that 

occurs during the training process is the data 

being imbalanced which leads to overfitting or 

underfitting.XAI helps in these situations. 

c. Fairness: XAI can help to prevent biases and 

discriminations in a machine learning process. 

d. Transparency:  This means that when a model 

makes a decision, its whole process can be 

comprehended by a human. 

e. Understanding: It is a generalized term that teams 

up with other objectives. 

2. Modality Of Explanation: 

a. Intrinsically Interpretable: Also known as Self-

explaining models that provide some level of 

transparency eg. Decision tree. 

b. Post-hoc Interpretability: Several Post-hoc 

methods such as LIME and SHAP can be used to 

provide an explanation regarding the features. 
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3. Scope of Explanation: The methods used to 

explain the models can be classified into two 

types, i.e. mode specific and model agnostic. 

These two differ in the use of a specific structure 

of a machine learning model or completely 

independent of one. 

a. Model Specific: Model-specific approach works 

based on the details of the machine learning 

models. Prior knowledge of the structure of the 

machine learning model in use is required. Hence 

it is also called as white box approach. 

b. Model Agnostic: Model-agnostic approach works 

regardless of the knowledge of the machine 

learning algorithm in use and hence does not rely 

on any specific structure. Hence it is also known 

as the black-box approach. 

 

III. METHODOLOGY 

Several methods can be used to perform sentimental 

analysis on a dataset. However, This paper discusses 

the use of NLP methods such as Bag of Words, TF-

IDF, Logistic regression, Random forest classifier and 

XAI methods such as LIME and SHAP. 

A. Bag of Words: Any machine learning algorithm 

works on numbers i.e. the input to any algorithm 

is in numerical form. But the data available for 

sentimental analysis is in textual format. Hence 

we need to format the available text data such that 

it can be provided as input to the model. Bag of 

words or BOW is one such text modeling 

technique used in NLP.BOW processes the 

available textual data in a bag of words i.e. a 

vector that keeps count of the most frequently 

occurring words in the dataset. 

 

B. Term Frequency-Inverse Document Frequency: 

Term Frequency-Inverse Document Frequency or 

TF-IDF is used to reflect how important a word is 

to a document or a collection of documents i.e. a 

corpus. It is calculated as follows:  

a. term frequency tf(t,d) = count of t in d / 

number of words in d 

b. document frequency df(t) = occurrence of 

t in documents 

c. inverse document frequency idf(t) = N/ 

df(t) = N/N(t) 

d. tf-idf(t, d) = tf(t, d) * idf(t) 

where N(t) = Number of documents containing the 

term t 

 

C. Logistic regression: Logistic regression is a 

supervised machine learning algorithm used for 

classification. The classification could be 

binomial or multinomial. Logistic regression is 

used to predict the probability that a particular 

instance belongs to a class or not. 

 

D. Random Forest Classifier: Random forest 

classifier is a set of decision trees from a randomly 

selected subset of the training set and then it 

collects the votes from different decision trees to 

decide the final prediction. 

 

E. LIME: LIME or Local Interpretable Model-

agnostic Explanations is used as the name states, 

to explain what actually the machine learning 

models are doing. In short, LIME is used to 

explain the prediction of a machine learning 

model i.e. it performs the role of an explainer. The 

output of LIME is a set of explanations 

representing the contribution of each feature to a 

prediction for a single sample, which is a form of 

local interpretability[13]. 

One major advantage of using LIME is that it 

works well with images, text,  and tabular data and 

can easily be implemented using Python[14]. 

 

F. SHAP: SHAP or SHapley Additive exPlanations 

is the most powerful Python package for 

understanding and debugging your models. It can 

tell us how each model feature has contributed to 

an individual prediction. By aggregating SHAP 

values, we can also understand trends across 

multiple predictions.SHAP allows us to use 

multiple plot diagrams to easily understand the 

prediction of the model such as 

a. Waterfall plot 

b. Force plot 

c. Mean SHAP plot 

d. Beeswarm plot 

e. Dependence plots 

 

IV. CONCLUSION AND FUTURE WORK 

The survey showcases that the explainability of a 

system increases the trust and credibility of an AI 
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system. But a lot of work has to be done to bridge the 

gap between XAI and NLP. The above-discussed 

Natural Language Processing (NLP) Methods and 

Explainable Artificial Intelligence (XAI) Methods can 

be used to design a system that provides a sentimental 

analysis of text-based data and to further provide 

logical explanations for the output of the system.XAI 

methods do provide some transparency about the 

black-box models that are used for AI systems but this 

transparency is not absolute. There is an increasing 

need for further research and improvement in the field 

of XAI. 
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