
© June 2023 | IJIRT | Volume 10 Issue 1 | ISSN: 2349-6002 

IJIRT 160727 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 1155 

Speech Emotion Recognition Using Deep Learning 

Jennifer C Saldanha1 and Rohan Pinto2 
1,2Department of Electronics and Communication Engineering, 

St Joseph Engineering College, Mangaluru 

Affiliated to Visvesvaraya Technological University, Belagavi  

 

Abstract—Speech emotion recognition a space-growing 

analysis domain in recent years. Unlike humans, 

machines lack the skills to understand and show 

emotions, however, human-machine interactions are 

often improved by automatic emotion recognition, 

thereby reducing the necessity of human intervention. 

An SER system is a group of techniques for classifying 

and processing speech signals in order to find any 

embedded emotions. In this work, the RAVDEES 

database for speech emotion recognition is selected from 

Kaggle. The MFCC feature is extracted. Deep learning 

algorithm, CNN is used which classifies the extracted 

relevant MFCC features of speech signals which are used 

and recognizes the emotion. The speech emotion 

recognition system eases the identification of the 

speaker’s emotion and mental status. CNN model 

implemented in this work can recognize the emotional 

state of the speaker. The project achieved training 

accuracy of 96% and testing accuracy of 85%. This 

results in an accurate identification of the emotion. 

Index Terms—Speech Emotion Recognition, Mel 

Frequency Cepstral Coefficients, Convolutional Neural 

Network, Long Short Time Memory, Deep Belief 

Network, Recurrent Neural Network. 

I. INTRODUCTION 

Speech is a common and natural way for people to 

communicate with one another. Emotion Recognition 

examines how emotions are inferred and the 

techniques used to do the recognition [1].  Speech 

patterns and facial expressions both show emotion. 

Emotion detection from voice has developed from a 

niche application to a critical component of Human-

Computer Interaction (HCI). By using direct voice 

contact as input to understand verbal information and 

make it simple for human listeners to respond, these 

systems attempt to facilitate the natural engagement 

with machines. In order to detect the dissatisfied 

customer, customer satisfaction, and other factors, 

conversational analysis uses emotion recognition as a 

performance parameter [2]. On-board driving systems, 

call center chats, dialogue systems for spoken 

languages, and the use of emotional speech patterns in 

medical applications are a few examples. However, 

there are a few issues with HCI systems that should 

also be properly addressed, especially when these 

systems go from being tested in research labs to being 

put into use. Therefore, efforts are needed to 

successfully address these issues and raise the level of 

robots' ability to recognize emotions. People around 

the world have different cultural origins, native 

tongues, speaking tempos, and speaking styles. Due to 

these cultural distinctions, it is more challenging to 

correctly determine the speaker's emotional states and 

to select the appropriate speech patterns. 

The attributes utilized in recognition of emotions were 

resulting from alterations in facial mimics similarly as 

speech indications. Feeling remains as a physiological 

response that ensues in things like sadness, worry or 

happiness. There are few more emotions like Neutral, 

Anger, disappointment within which any intelligent 

system with finite machine resources may be trained 

to spot or synthesize as required [1]. In this work, a 

deep learning technique is adapted that automatically 

extracts the relevant emotional features of the speech 

signal. These neural networks enable learning from 

vast volumes of data in an effort to mimic the 

functioning of the human brain. Additional hidden 

layers can help to optimize and improve for accuracy 

even though a single-layer neural network may only 

give approximate predictions. Some of the data pre-

processing that machine learning typically requires is 

eliminated by deep learning [3]. By automating feature 

extraction and ingesting and interpreting unstructured 

data, including text and images, these algorithms 

eliminate the need for human experts. 

II. LITERATURE REVIEW 

There are numerous other recent publications and 

surveys on SER due to its significance in human-
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computer interaction and the advancement of artificial 

intelligence systems. The most recent studies that are 

connected to the subject are reviewed in this section.  

The paper [4] discusses about the speech emotion 

recognition (SER) using Pattern Recognition Neural 

Network (PRNN), K – Nearest Neighbor (KNN) and 

Gray Level Co-occurrence Matrix (GLCM) [5] which 

has been used as a primary tool in image texture 

analysis. Using well-known speech emotion 

identification approaches, such as the Gaussian 

Mixture Model (GMM) and Hidden Markov Model 

(HMM), the results acquired in this study were 

assessed for precision rate, F-Measure and accuracy 

and were shown to produce significant results.  

In order to increase the accuracy of speech emotion 

recognition, the authors [6] proposed a novel speech 

emotion recognition method based on Gaussian 

Kernel Nonlinear Proximal Support Vector Machine 

(PSVM) in the classifying the emotions such as angry, 

joy, sadness and surprise.  First, perform 

preprocessing on the speech signal, including 

sampling, quantification, pre-emphasizing, framing, 

window addition, and endpoint detection. Second, take 

note of speech prosody and qualities. SER method is 

proposed using a CNN model. It is known that 

constructing a neural network with MTL requires the 

model to share hidden layers in front of the output 

decision layers for all main and auxiliary tasks. In 

addition, careful selection of useful subtasks is very 

important, since unrelated subtasks may degrade 

performance [6].  

The performance of emotion recognition system was 

evaluated by considering EMO-DB dataset [7]. In [8] 

performance of random forest classifier is evaluated 

on the emotion recognition application using speech 

samples. Gini impurity was used to gauge how well a 

node was split and chose to separate nodes until each 

leaf had samples from only one class after testing 

various maximum depths. The maximum accuracy of 

81.05% was attained using hyper-parameter 

optimization techniques.  

In [9] analyzed the significance of several 

classification algorithms, including SVM and HMM, 

after publishing a brief analysis on the significance of 

speech emotion datasets, features and effect of noise 

reduction on the recognition task. The research's 

strength is the discovery of a number of features 

associated with voice emotion recognition. The usage 

of CNN and Recurrent Neural Network (RNN) was 

explored as a deep learning technique. Deep learning 

algorithms, such Deep CNNs, have recently been 

demonstrated to be able to learn emotional aspects for 

SER in [10]. Multitask learning based on a CNN was 

used for SER. It involves arousal level, valence level, 

and categorization based on gender. As a result, it can 

offer more accuracy and lessen the generalizing error 

issue. With the FAU Aibo dataset, a frame-level 

hybrid deep belief network (DBN) and HMM 

classifier was suggested [3] to categorize the five 

emotion classes. It was suggested to use a recurrent 

neural network (RNN) to implement an automated 

SER system. In this work a bidirectional LSTM with a 

pooling method that concentrates on the emotionally 

significant portions of utterances was used. In [11] the 

IEMOCAP dataset was used for the performance 

evaluation of the classification algorithm. CNN model 

was put into practice using Tensor Flow. Over 400 

spectrograms were extracted from speech signal. 

There were around 500 images for each category of 

emotion. The procedure of training was run with a 

batch size of 100 for a period of 20 epochs. Recurrent 

Neural Network (RNN), Deep Neural Network 

(DNN), and spectral feature extraction have been 

applied on different datasets in [12] and recursive 

feature elimination (RFE) model has been used for 

feature selection. 

III. METHODOLOGY 

The data is split into training and testing data. The next 

step is to separate the valuable features from the 

gathered data so they can be fed into the model as 

input. The model must then be assembled, fitted with 

training data, and evaluated using a test dataset. 

Predictions and classification will be made using the 

model when it has been trained and tested. Fig. 1 

shows the block diagram of emotion recognition 

system.  

 

 
Fig. 1.  Block diagram of the speech emotion 

recognition 

A. Input Voice 

The input for SER is a speech signal from which 

emotions must be identified. The emotional database 

samples are used as input sources [13]. RAVDEES 

(Ryerson Audio-Visual Database of Emotional Speech 
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and Song) dataset is used as input source for SER. The 

RAVDESS, has 1440 files from 24 actors.  Totally 60 

trials are taken from each actors. The 24 professional 

actors (12 male and 12 female) perform two lexically 

similar phrases in the RAVDESS with a neutral North 

American accent. Speech emotions composed of 

expressions of calmness, joy, sadness, anger, fear, 

surprise, and disgust. There are two emotional 

intensity levels and one neutral expression created for 

each expression. 

B. Feature Extraction  

The process of extracting features by the requirements 

is known as feature extraction. In this work, MFCC is 

used for feature extraction method as it is expected to 

provide accurate results due to its ability in automatic 

recognition of speech [14]. The final accuracy is 

determined by the feature quality. In the training and 

testing phases, the acquired signals is used. A 

representation of a sound’s short-term power                              

spectrum used in sound processing is called a Mel-

frequency cepstrum. It is based on a linear cosine 

transform of a log-range spectrum on a nonlinear Mel 

frequency scale. Signal extraction frequently makes 

use of the signal’s Fourier transform. Then, transfer 

the obtained spectrum’s powers onto the Mel scale 

using triangular overlapping windows. After discrete 

cosine modifications, log the powers at each Mel 

frequency. The sound signal is represented by the 

amplitude as an MFCC. The Mel-frequency cepstrum 

(MFC) is based on a linear cosine conversion of a log 

power spectrum on a nonlinear Mel frequency scale. It 

is a representation of a sound's short-term power 

spectrum. An MFC is made up of coefficients known 

as Mel-frequency cepstral coefficients (MFCCs). The 

DFT, the log of the magnitude calculation, windowing 

the signal, warping the frequencies on a Mel scale, and 

inverse DCT are all steps in the MFCC feature 

extraction process. MFCC is the most important and 

useful method in speech-related applications. The 

vocal tract's anatomy filters the sounds that people 

make, producing only certain sounds. The short-time 

power spectrum envelope shows the vocal tract. The 

linear cosine transform of a log power spectrum is 

used by MFCC to depict the short-term power 

spectrum of sound. The output obtained from MFCC 

feature is numerical value, in this work since CNN is 

used for classification, the input should be in the form 

of a 2D image. Hence the obtained numerical values 

are formed as a 2D array and it is given as input to 

CNN. Fig. 2 shows MFCC features and visualization 

plot obtained as simulation output using MATLAB 

software. 

 
Fig. 2.  MFCC Features and Visualization 

C. Classification 

The CNN algorithm of deep learning, which consists 

of convolutional layers, max-pooling layers, and fully 

linked layers, is used for classification [7]. 

Convolutional neural networks is a subclass of deep 

neural networks, are most typically employed to 

evaluate visual pictures. It employs a special technique 

known as convolution. Convolution is a mathematical 

operation that takes two functions and produces a third 

function that describes how the forms of the first two 

are altered. Convolutional neural networks are made 

up of many layers of artificial neurons [15]. Fig. 3 

shows the architecture of CNN classifier. The 

following provides a succinct description of the many 

layers employed by CNN for classification. 

a) Convolutional Layer: The foundational component 

of the CNN is the convolution layer. Most of the 

computational load on the network is carried by it. In 

this layer, two matrices are merged to generate a dot 

product, which includes the kernel, a set of learnable 

parameters, and the restricted area of the receptive 

field. In comparison to a picture, the kernel is lesser in 

depth. This implies that if an image has three RGB 

channels, the kernel height and width will be spatially 

small but the depth will increase to take into account 

all three channels. The kernel travels the height and 

breadth of the image during the forward pass, creating 

an image of that receptive region. The resulting 

activation map, a two-dimensional representation of 

the image, reveals the kernel's reaction at each location 

in the image. 

b) Pooling Layer: Following the convolutional layers, 

this layer is used. Building local areas that are then 

integrated into a single output convolutional feature 

map is the aim of the pooling layers. Max-pooling and 

average pooling are the two most used pooling 

operators. The maximum filter activation from various 

points inside a quantized window is used by the max-

pooling layer to produce a lower resolution version of 

the convolutional layer activations. 
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c) ReLu: Rectified linear unit it is known as Relu. In 

deep neural networks or multi- layer neural networks, 

its activation function is nonlinear. The Relu layer 

removes all negative values from the filtered image 

and substitutes them with zero when the input is less 

than zero, the output is zero. This function is only 

activated when a certain threshold is crossed by the 

node input. Once the input rises above a particular                                 

threshold, the dependent variable and the input have a 

linear relationship. The ReLU function’s primary 

benefit over other activation functions is that it does 

not simultaneously fire all of the neurons. When ReLU 

is used, the exponential increase of the computations 

needed to run the neural network is reduced. The 

computational cost of adding additional ReLU’s rises 

linearly as the CNN’s size scales. 

d) Batch Normalization Layer: The layer of batch 

normalization enables the network’s layers to learn 

more independently. The output of the earlier layers is 

normalized using it. In normalization, the activations 

scale the input layer. When training, particularly deep 

neural networks, using the batch normalization 

method, the contributions to a layer for each mini-

batch are normalized. As a result, the learning process 

is stabilized and there is a significant reduction in the 

number of training epochs required to build deep 

neural networks.  

e) Dropout Layer: The Dropout layer serves as a mask, 

keeping all other neurons viable but removing some 

neurons' contributions to the following layer. Dropout 

layers are essential in the training of CNNs because 

they prevent overfitting on the training data. The first 

set of training examples has an overly big impact on 

learning if they aren't present. This would prevent 

features from being learned that only appear in later 

samples or batches. 

f) SoftMax Layer: The output layer of neural network 

uses the softmax function as the activation function. In 

multi-class, categorization problems occurs when 

there are more than two class labels that require class 

membership. SoftMax is utilized as the activation   

function. The softmax layer is useful in this case since 

it converts the scores into a normalized probability 

distribution that may be displayed to a user or used as 

input to other systems. For this reason, the final layer 

of the neural network is typically a softmax function. 

 
Fig. 3.  CNN architecture [1] 

IV. RESULTS AND DISCUSSION 

In this work, python 3.8 is used for simulation. Some 

libraries like Pandas, NumPy are installed for training 

and testing in order to classify and recognize the 

emotions. The available data is divided in 80:20 ratio 

for training and testing purpose. Table I shows the 

count of samples in each decision and division of 

samples for training and testing. Also, the number of 

features extracted in each class. 

Table. I Count of Samples 

 

The results of proposed approach on different speech 

signals is analyzed. The performance of the model is 

determined by the accuracy and the loss rate. 
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Fig. 4.  Accuracy of the model 

The accuracy and loss of the model are plotted against 

the number of epochs. Fig. 4 shows the number of 

epoch increase, accuracy rate is also increases. 

Fig. 5.  Confusion matrix 

The confusion matrix shows the prediction accuracy 

of each class against the actual class. Table II and 

Table III indicate different performance indicators for 

CNN classification model. From Table III is observed 

that the CNN classifier is giving high accuracy for all 

the emotions considered in this work. The accuracies 

of all classes are comparable obtaining overall 

classification accuracy of 97.86%. Hence it can be 

concluded that MFCC features are suitable for 

emotion recognition in using speech samples. The 

MFCC features are calculated using non-linear 

frequency scale called as mel scale using critical band 

filter bank which are similar to the critical bands in the 

human ear. Hence MFCC feature mimics the human 

auditory perception and works in a similar way in 

perceiving the emotional voice as done by human ear. 

MFCC also de-convolves vocal tract and vocal fold 

responses helping us to model each of these 

parameters in a better manner.  

Table. II Test result 

Classes TP FP FN TN 

Female 

angry 

30 8 7 461 

Female 

disgust 

34 4 7 457 

Female 

fear 

41 4 2 450 

Female 

happy 

35 7 8 456 

Female 

neutral 

52 9 2 439 

Female sad 21 9 3 470 

Female 

surprise 

34 4 9 457 

Male angry 40 10 2 451 

Male 

disgust 

35 2 8 456 

Male fear 29 0 8 462 

Male 

happy 

30 3 9 461 

Male 

neutral 

53 13 4 438 

Male sad 24 5 13 467 

Male 

surprise 

33 7 3 458 

 

Table IV shows the comparison of the proposed 

methodology with already published work in the 

literature. It is observed that most of the work is 

carried out using IEMOCAP and Berlin IEMOCA 

EmoDB databases. The accuracy obtained for these 

databases using different combinations of CNN, 

LSTM and DBN are lower than the overall accuracy 

obtained using CNN model for RAVDEES database 

for seven distinct emotions. Dividing the speech 

samples further based on gender have contributed for 

improvement in accuracy. As the speech features vary 

with respect to the structure of vocal folds and vocal 

tract which is different for different gender, 

implementing gender wise classifier will rule out the 

gender specific variations present in the speech signal 

[20]. 
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Table. III Performance Evaluation of Parameters 

 

 

Table. IV Comparison of proposed method with other 

research works in the domain of speech emotion 

recognition 

 
 

V. CONCLUSION AND FUTURE SCOPE 

In this work, deep learning approach using CNN is 

used for classification of emotions. MFCC, which 

represents overall shape of spectral envelope, is given 

as input to the CNN model. As the shape of the 

spectral envelope changes significantly with the 

different emotions, MCC obtained significant 

classification accuracy in detecting the emotions in 

speech samples. The male speech samples are 

comparatively accurate than female speech samples.  

Future work can be done by using datasets of 

different languages. Implementing a model which 

works well on various languages can be used in 

variety of fields such as call centers, criminal 

investigation, medical field etc. Multiple features can 

be used to increase the accuracy of model. 
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