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Abstract-One of the major problems the globe has faced 

in recent decades is estimating the quality of the water 

supply. This study offers a more precise classification and 

prediction model for water quality. Our everyday lives 

depend greatly on the quality of urban water. Urban 

water quality forecasting aids in reducing water pollution 

and safeguarding public health. However, estimating the 

quality of urban water is difficult since urban water 

quality fluctuates nonlinearly and depends on a variety of 

variables, including weather, water usage patterns, and 

land uses. Using the water quality data and water 

hydraulic data supplied by existing monitor stations and 

a range of data sources we saw in, we used a data-driven 

approach to predict the water quality over the following 

few hours in this work. 

The city, including the weather, pipe networks, road 

network design, and points of interest (POIs). By 

conducting comprehensive experiments based on the 

literature, we first determine the key elements that have a 

significant impact on urban water quality. There are 

many machine learning algorithms for categorization, but 

selecting the right one is a crucial challenge. The proposed 

system experiment and study the machine learning 

algorithms to determine the optimal algorithm for the 

water quality monitoring system. In this experimental 

investigation, a real dataset is utilized to classify and 

predict the water quality in order to compare the 

effectiveness of the various classification methods. 

 

Index Terms: Machine Learning, Support vector 

Machine, Decision Tree 

 

INTRODUCTION 

 

Water quality analysis is a complex topic due to the 

different factors that influence it. This concept is 

inextricably linked to the various purposes for which 

water is used. Different needs necessitate different 

standards. There is a lot of study being done on water 

quality prediction. Water quality is normally 

determined by a set of physical and chemical 

parameters that are closely related to the water's 

intended usage. The acceptable and unacceptable 

values for each variable must then be established. 

Water that meets the predetermined parameters for a 

specific application is considered appropriate for that 

application. If the water does not fulfil these 

requirements, it must be treated before it may be used. 

Water quality can be assessed using a variety of 

physical and chemical properties. As a result, studying 

the behaviour of each individual variable 

independently is not possible in practice to accurately 

describe water quality on a spatial or temporal basis. 

The more challenging method is to combine the values 

of a group of physical and chemical variables into a 

single value. A quality value function (usually linear) 

represented the equivalence between the variable and 

its quality level was included in the index for each 

variable. These functions were created using direct 

measurements of a substance's concentration or the 

value of a physical variable derived from water sample 

studies. The major goal of this project is to examine 

how machine learning algorithms may be used to 

predict water quality. The proposed model is evaluated 

by different datasets that and the results proved that the 

proposed model outperforms constant models where it 

achieved an accuracy of 88.16%, 98.67%, and 97.63%, 

respectively. Furthermore, the proposed method 

outperformed the previous models. In addition to 

accuracy, three other measurements, precision, recall, 

and F1-score were used. 

 

LITERATURE REVIEW 

 

For example, Barzegar et al. (2020), applied a CNN-

LSTM amalgam model to predict two water quality 

variables, named Dissolved Oxygen (DO) and 

chlorophyll-a. Results indicated that the CNN-LSTM 

amalgam model outperformed both the individual 

CNN and LSTM model and the machine learning 
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models such as SVR, Decision Tree. Oladipo et al. 

(2021), compared two statistical methods, including 

Fuzzy Logic Inference (FLI) and WQI methods, for 

evaluating the water quality in the Ikare community, 

Nigeria. They found moderate and poor water quality 

conditions using FLI and WQI methods, respectively. 

They also found that the FLI method is superior to the 

WQI method because of the relationship between 

measured values and WQI standard values. For the  

estimation  of  dissolved  oxygen  in aquaculture, Li et 

al. (2018), suggested a synthetic model by combining 

Sparse- autoencoder and long short-term memory 

networks (LSTM). Although both CNN-LSTM and 

Sparse-autoencoder-LSTM models showed excellent 

performance since they predicted only DO and 

chlorophyll, it may be challenging to deal with more 

water quality variables using such models. In another 

research, Asadollah et al. (2021), applied an ensemble 

machine learning method called Extra Tree Regression 

(ETR) which combines multiple week learners such as 

decision tree to predict WQI values in Tsuen River, 

Hong Kong. They applied the ETR method on ten water 

quality variables. Results indicated that the ETR 

method achieved 98% prediction accuracy, which 

outperformed the other state-of-the-art models such as 

support vector regression and decision tree. Further, 

Hameed et al. (2017), developed two neural artificial 

network techniques: a radial basis function neural 

network (RBFNN) and a backpropagation neural 

network (BNN) to predict the WQI in the tropical 

region of Malaysia. The WQI was measured using sub- 

indices equations in this study (Agamuthu and Victor, 

2011). In both RBFNN and BNN strategies, the training 

is faster, but the prediction takes a long time, making 

the model slow. Bui et al. (2020), proposed a hybrid 

machine learning algorithm by combining the random 

tree and bagging (BA-RT) technique. The BA-RT 

method achieved 94% prediction accuracy using a 10–

fold cross-validation technique, outdoing 15 standalone 

and hybrid algorithms. A more comprehensive study 

into the application of machine learning methods for 

modeling river water quality was performed by Rajaee 

et al. (2020), where they reviewed a total of 51 articles 

published from 2000 to 2016. According to this study, 

artificial neural networks and wavelet-neural networks 

were the most widely used methods for predicting water 

quality. Furthermore, Samsudin et al. (2019), 

developed an artificial neural network. For this study, 

the most significant water quality parameters were 

found through a spatially discriminant analysis (SDA). 

But these studies can barely show 71% accuracy. In 

another research, Yilma et al. (2018), applied an 

artificial neural network for predicting WQI in 

Ethiopia’s Akaki River. In this analysis, an artificial 

neural network with eight hidden layers and 15 hidden 

neurons predict WQI with more than 90% accuracy. 

Also, Imani et al. (2021), applied an artificial neural 

network with a single hidden layer for predicting water 

quality resilience in São Paulo, Brazil. Applying neural 

networks to predict WQI required lots of water quality 

data, which is expensive and time- consuming. Ho et 

al. (2019), applied a decision tree for classifying water 

quality status in Klang River, Malaysia. They 

considered three scenarios where they used six water 

quality variables in the first scenario. After that, in each 

procedure, they removed water quality parameters such 

as NH3-N, pH, and SS to evaluate the decision tree 

algorithm’s ability in different situations. They 

achieved 84.09%, 81.82%, and 77.27% classification 

accuracy in each scenario, which is higher than the 75% 

classification accuracy benchmark. Besides, to predict 

the WQI, Ahmed et al. (2019), used several supervised 

machine learning methods. They conducted their 

model on four water quality parameters. They found 

that by using gradient boosting and polynomial 

regression, the WQI is more successfully predicted 

where a multilayer perceptron classifies the water 

quality category more effectively. However, this study 

worked with fewer water quality parameters, but both 

proposed prediction and classification models did not 

show more than 75% accuracy. On the other hand, 

Wang et al. (2017), applied support vector regression 

to predict WQI. More than 90% of accuracy was 

achieved in this analysis. In this study, 22 specimens of 

water quality were used, which makes the model 

computationally costly. Li et al. (2019), proposed an 

amalgam model for the study of time-series water 

quality data by integrating a recurrent neural network 

with the Dempster- Shafer Theory (DST), where the 

RNN is capable of analyzing time-series data 

effectively to predict WQI and DST, which is a 

probability method used to amalgamate the outcome of 

RNNs. It can be challenging to predict WQI using RNN 

and DST since specialized handling of the data is 

required when fitting and testing the model. Besides, 

Ahmed et al. (2019), proposed a neuro-fuzzy inference 

method based on a wavelet-de-noise technique to 

predict water quality parameters. Results indicated that 
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this model outperformed the other neural network 

model, such as RBF and MLP. But the neuro- fuzzy 

inference method causes a curse of dimensionality 

problem, which occurs when high dimensional data is 

analyzed and classified. 

 

In summary, from the above studies, most of the current 

approaches were based on a predictive model but did 

not provide any classification model comparisons. 

Most of the models showed less accuracy and used 

many water quality specimens. The proposed method is 

applied to address the limitations described in the 

current approaches above. Also, the proposed model 

gives a dynamic approach to use any number of water 

quality specimens. 

 

To protect the environment and human health, treated 

wastewater discharge must be sampled and monitored 

in most developed countries to assure discharge permits 

are met [1]. In the past, scientists had to collect and 

analyze a large number of wastewater samples to 

understand how wastewater discharges components 

impacted the environment. The collection and analysis 

of treated wastewater effluents is time- consuming and 

costly. Machine learning methods are proposed to 

address the problem. The usage of machine learning 

methods would result in a reduction in sampling 

frequency and minimization of costs associated with 

analysis. At first, deterministic models and multivariate 

linear regression (MLR) analysis were used to speed up 

the process of evaluating the quality of wastewater 

effluent discharges [2] [3]. As a water quality dataset 

can be considered as a time series dataset, which is 

likely to have a complicated nonlinear relationship, the 

performance of deterministic and MLR models is 

expected to be poor. In the past decade, many machine 

learning techniques have been proposed to address the 

problem. Artificial neural networks (ANN) are adopted 

to explore the non- linear relationships residing in water 

quality datasets [3][4]. Various ANN models have been 

designed to predict water and waste water discharge 

quality based on previous existing datasets. A 

comprehensive comparison between ANN and MLR 

models for oxygen demand prediction has been 

performed [3]. The experimental results show that a 

three-layer neural network model outperforms an MLR 

model. In [4], neural network models are used to predict 

four parameters in the Qiantang River and the proposed 

model has higher accuracy and better stability in the 

experiment. 

 

Although ANN models can effectively improve the 

prediction accuracy of water quality parameters, 

shortcomings still exist. Especially in some scenarios 

where the input parameters are ambiguous, neural 

networks struggle to formulate a non-linear 

relationship. Many studies have proven that an adaptive 

neuro-fuzzy inference system (ANFIS), which can 

integrate linear and non-linear relationships hidden in 

the dataset, is a better option in this scenario [5]. The 

experimental results in [6] show that an ANFIS model 

worked much better than an ANN model in predicting 

dissolved oxygen, even though there were only 45 data 

samples available. The experimental results confirm 

that the proposed method works. The ANFIS model has 

also been applied in effluent quality prediction, and an 

experiment with a dataset of around 150 data samples 

has proven that the ANFIS model is better than the 

ANN model [7]. Classifying the quality of drinking 

water accurately based on their physicochemical and 

microbiological parameters is a challenging problem in 

machine learning. It is in this lineage that the present 

contribution fits. In this paper, we used a real dataset to 

train different machine learning algorithms. From this 

research, we compared the accuracy and the precision 

of different algorithms. 

 

PROBLEM STATEMENT 

 

The water quality classification and predicting system 

using machine learning is not implemented with the 

efficient method to predict the water quality index 

(WQI). 

 

The water quality parameters are not reduced in the 

existing approach, that allows for any water quality 

specimens. 

 

For classifying the water quality status, a efficient 

classification model is not presented. 
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The efficient analysis is also not carried out on the 

dataset to determine the most dominant WQI 

parameter. 

SCOPE 

 

In recent decades most of the models, including 

artificial neural network, wavelet neural network, 

recurrent neural network, and decision tree, required 

lots of input parameters and computational power, 

which are considered expensive to construct such 

models. With this motivation, this project used water 

quality index (WQI), a combination of different water 

quality metrics that demonstrates the water quality 

condition of a particular region, and is applied both 

prediction and classification models to predict WQI and 

classify the water quality status. Principal component 

regression (PCR) is used to predict WQI in this 

analysis, combining both supervised and unsupervised 

techniques. 

PCR’s basic concept is that the principal component 

analysis is applied to the dataset to minimize the 

dimension. At the same time, a different algorithm is 

used for the PCA output. Since it can solve dataset 

multi-collinearity issues and allows fewer water quality 

specimens, PCR can predict the WQI more efficiently 

than the other techniques. The Gradient Boosting 

Classifier method is used in this study for the 

classification task. It is an ensemble technique that can 

operate with a small amount of data. 

 

OBJECTIVES OF THE PAPER 

 

To do extensive literature survey on water quality 

monitoring system. 

The data set collection from the www.kaggle.com and 

also internet Sources. 

Designing the model based on the appropriate 

algorithm. 

Implementation for the Deigned model. 

Training and testing the model with the data set. 

To do the performance analysis for the model 

developed with best accuracy. 

 
Fig: Architecture of Proposed Model  

The Proposed model accepts the data set followed by 

the preprocessing, testing and training phase. The 

learning rate and evaluated rate is compared with 

different model to classify and predict the water quality 

 

HARDWARE REQUIREMENTS 

Processor : i3/i5 

RAM : 4GB/8GB RAM 

Hard Disk : 40 GB Hard Disk Space. 

 

SOFTWARE REQUIREMENTS 

Operating System : Windows 10/11 or Ubuntu 20.04 

Coding Language : Python and HTML Front End : 

HTML, CSS, JS 

Back End : Python and Sqlite 

http://www.kaggle.com/
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Tools :Jupyter Notebook and VS Code 

 

RESULTS AND DISCUSSION 

 

This section explains the results attained by applying 

the proposed model (which consists of data set) to train 

the network by the model and hence, reducing the error 

rate as the training progress (models). 

 
 

 
 

 

 
 

CONCLUSION 

 

This paper proposed a performance analysis of the 

famous classification algorithms in the literature 

namely Decision Tree and SVMs using a real dataset 

retrieved from the water treatment station “Ghadir El 

Golla” of Tunis-Tunisia. The experimentation results 

gave us a good proof of the performances of the 

classification techniques. In addition, it's found that 

linear SVM seems adequate for our water quality 

monitoring system. 

Our work has some limits: in fact, the water quality 

monitoring system is reactive. It cannot anticipate the 

intrusion which can act on the water quality. 

For further study, we are trying to integrate a new data 

aggregation algorithm to minimize the amount of the 

collected data to run the SVM classification algorithm. 
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