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Abstract—As their fastened and rapid growth in the 

technological world, it is highly recommended to 

automate the functionalities by managing the risks and 

overcoming the issue of delay due to manual designing. 

There is higher growth, especially in the cloud domain, 

so there are many challenges for cloud architects, in 

which one of that is managing the root volume basing the 

demand or requirement. In such an outline, to overcome 

the manual increment of EBS volume in an EC2 instance, 

we came up with automation where the architecture is 

designed once and can be used till their requirement. 

The EC2 instance will be continuously monitored by the 

cloud watch agent and when the agent observes the 

change that meets the threshold passes it to the Python 

function which is running as a lambda function in the 

Amazon Web Services (AWS), with the support of Event 

Bridge. Now the lambda function is designed to carry 

forward the information to the step function that 

provides the error-handling function. Then the step 

function manages the Python codes that are running in 

the three lambda functions based on their priority. This 

brings out faster and more efficient results than done 

manually as the manual one might produce errors. 

Deploying this architecture in the industries would 

provide low latency and scope of automating the services 

as per the requirement much faster. 
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I. INTRODUCTION 

 

In the current fast-growing cloud world, there is a huge 

demand for storage and this makes the duty of 

managing the storage quite challenging. Monitoring 

the volume of the external hard disk is the key role as 

it leads to data corruption in the real world, which 

produces a great loss to the IT industries. Apart from 

this, balancing multiple disks of storage in a vast 

number of instances is a highly difficult part of 

managing in the world of big data. So, to solve this 

problem and achieve the efficiency of producing the 

interface to store data without any hanging up and 

managing them in a smoother way can be easily 

resolved by our one- time architecture setup. This 

architecture can be efficiently implemented in all the 

cloud platforms without errors [1]. Moreover, 

resolving this problem and setting up the architecture 

is initially developed in the Amazon Web Services 

(AWS) cloud platform especially focusing on 

Linuxsystems as it is used highly in the IT domain. To 

be more precise, Amazon Linux holds the file system 

of "xfs". As commands are to be executed 

automatically, this architectureis file-system 

dependent. We are managing this architecture in the 

AWS cloud by a supporting algorithm that triggers the 

peak point which is the threshold value that is set as 

90% of the current EBS volume in the AWS cloud. So, 

as an alert when the storage reaches the threshold value, 

it alerts the device through an alarm and this will be 

carried over by a step function which is a part of the 

AWS cloud that would help in creating a junction to 

the Lambda services. Now, we have implemented the 

three lambda functions that would help in the proper 

management of the architecture. So, the first lambda 

service tries to collect the server-attached root volume 

Id, then followed by the second lambda function tries 

to increase the EBS volume which is currently done 

manually through commands or CLI and the last 

lambda function is helpful in internal system storage 

increment. The three lambda services get the trigger 

from the master lambda services through the step 

function. Once the third lambda service completes its 

action, there will be an automated increment of EBS 

volume in the instance that reached the peak point [2]. 

This automation makes the job easier and increases the 

volume based on the requirement without any manual 

assistance as shown in Fig 1. 
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Fig 1. Automating with the architecture without any manual assistance 

 

II. LITERATURE SURVEY 

 

The overview of cloud computing and its 

characteristics, such as on- demand self-service, 

broad network access, resource pooling, rapid 

elasticity, and measured service. They also discuss 

the challenges associated with cloud data storage, 

including data security and privacy concerns. The 

authors then explore various cloud data storage 

models, such as Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS), and Software as a 

Service (SaaS). They highlight the benefits of cloud 

data storage, such as cost- effectiveness, scalability, 

and accessibility. The article also discusses the 

architecture of cloud data storage and various 

approaches to implementing it. The authors 

conclude that cloud datastorage technology has 

significant potential for improving data storage and 

management efficiency, but it requires a 

comprehensive understanding of cloud computing 

technology and appropriate implementation 

strategies to ensure its effectiveness. The article 

provides valuable insights into the potential benefits 

and challenges of cloud data storage and serves as a 

useful resource for researchers and practitioners 

interested in this field [3]. 

There is an in-depth analysis of cloud computing, its 

characteristics, and the challenges associated with 

cloud data storage. They also discuss various cloud 

data storage models and highlight their benefits and 

drawbacks. The article explores the architecture 

ofcloud data storage and various approaches to 

implementing it, including centralized storage, 

distributed storage, and hybrid storage. The authors 

provide valuable insights into the potential benefits 

and challenges of cloud data storage, such as cost- 

effectiveness, scalability, accessibility, and data 

security. Overall, the article serves as an 

informative resource for  researchers and 

practitioners interested in cloud data storage 

technology andits architecture implementation. It 

provides a clear understanding of the key concepts, 

challenges, and benefits associated with cloud data 

storage, and offers recommendations for effective 

implementation strategies [4]. 

 

The characteristics of cloud computing, including on-

demand self-service, broad network access, resource 

pooling, rapid elasticity, and measured service. They 

also explore the benefits of cloud storage, such as 

cost-effectiveness, scalability, and accessibility. The 

article focuses on online cloud storage technology 

and its architecture, including the components of 

online cloud storage systems, such as the storage 

service provider, user interface, data access protocol, 

and security mechanism. The authors also discuss the 

challenges associated with online cloud storage, such 

as data security, privacy, and compliance issues. 

Overall, the article provides a useful overview of 

online cloud storage technology and its applications. 

It serves as a valuable resource for researchers and 

practitioners interested in cloud storage technology 

and provides insights into the potential benefits and 

challenges of online cloud storage [5]. 

The increasing demand for virtual storage and the 

challenges associated with load balancing in virtual 

storage systems. They introduce the LBVS (Load 

Balancing for Virtual Storage) strategy, which is 

designed to optimize resource utilization and improve 

system performance. The article explains the 

architecture of the LBVS strategy and discusses its 

key components, including the storage pool manager, 

the load balancing algorithm, and the performance 

evaluation module. The authors provide a detailed 

analysis of the LBVS strategy's performance and 

compare it to other load balancing strategies. Overall, 

the article serves as a valuable resource for 

researchers and practitioners interested in load 

balancing strategies for virtual storage. It provides 

insights into the challenges associated with virtual 

storage and presents a promising solution to improve 

system performance andresource utilization [6] 

III. IMPLEMENTATION 

 

A. Elastic Block Storage (EBS) Volume - Cloud 

Platform: 
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As an initial setup, this is implemented in the Amazon 

Web Services (AWS) cloud platform due to its huge 

demand in the current market. But by following the 

same steps it can be very easily implemented in other 

cloud platforms like Microsoft Azure, and Google 

Cloud Platform by using their services itself. Amazon 

Web Services (AWS) provides a vast number of 

services that would help in building different 

architectures as per the requirement very effectively. 

So, the hard disk storage which is called Elastic Block 

Storage (EBS), is the external hard disk. EBS helps in 

providing block-level storage volumes that can be 

operationally attached to the EC2instances in AWS. 

Increasing this volume can be done by the Command 

Line Interface or through AWS Graphical Interface. 

But to do this, there should be manpower for 

continuous watching of the increment in the volume 

space which is often difficult. This can be monitored 

easily once this setup is ready. Elastic Cloud Compute 

(EC2) is an instance for which EBS volume is 

attached as similarly hard disk is attached to our 

systems. So, while launching an instance there is an 

option of choosing the volume (hard disk space) 

which is static for a point in time till it is increased 

manually [7]. So, once the instance is launched it 

provides thedetails of it along with its CPU 

monitoring details. AWS has an extraordinary feature 

of displaying the hard disk space consumption, and 

CPU utilization of each instance through logs and 

metrics or can check them through command as 

shown in Fig 2. These metrics help us in knowing 

clearly the status of every instance running very 

clearly. 

 

Fig 2. Cloud Watch agent retrieves information and build up its 

metrics as per the logic 

 

B. Revolutionizing Business Operations with AWS 

Cloud Computing: Cloud Watch: 

As per the time, the required details of the instance 

are clearly provided by the EC2 instance. In the cloud 

watch, an alarm is created based on the condition that 

‘disk_used_percent is greater than 90 percent’. If the 

condition is true, then the alarm gets alerted which 

will be as an output state set to true. This alarm is the 

metricsalarm which will be analyzing the EC2 

instances continuously. Once this alarm becomes 

high, this will be triggered by the Event Bridge 

service of Amazon. In Cloud Watch, the analysis 

graph helps us to exactly observe the percentage of 

the usage in an extraordinary view as shown in Fig 3. 

Initially when the data is below the threshold the 

color of the graph line will be blue and thenonce the 

threshold is reached, it changes to red as an alert 

signal [8]. This intelligent cloud watch alarm helps in 

detecting and acts faster than humans observing the 

peak point. Moreover, the cloud watch provides the 

Event Bridge rule for responding to the state change 

of the alarm. 
 

 
Fig 3 Cloud Watch analysis of disk 

usage 

By using the rule provided in the Cloud Bridge as 

shown in Fig 4, we can create the Event Bridge rule to 

carry the state change information further. 

Fig 4 Cloud Watch event pattern analyzed from EC2 instance 

Amazon Event Bridge: 

The Amazon Event Bridge acts as a serverless service 

that uses the events information to connect the various 

components/services together that is basically acting 

as a bridge between applications by bridging the 
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applications making us easier to drive out the scalable 

methodologies. By acting as a central hub for all 

events occurring within an AWS environment. 

EventBridge makes us easier to construct event- 

driven architectures. 

In the Event Bridge, by creating the rule, we need to 

add the pattern of the event that is to be performed 

which will be in the JSON format [9]. In this event 

pattern, once the value it needed comes from the 

Cloud Watch Alarm, it starts to perform its action that 

is synced in its targets. So, in the targets, we add a 

lambda function that helps in passing out the 

information. The event targets look as shown in Fig 5. 

 
Fig 5 Event targets that are connected with Lambda Function 

C. Lambda Function and Step Function: 

AWS Lambda is an event-driven, serverless 

computing technology that is part of Amazon Web 

Services. With Lambda, there is no need to concern 

yourself with selecting the appropriate AWS resources 

or managing them efficiently [10]. Instead, you can 

simply upload your code to Lambda, where it will be 

executed automatically in response to events in various 

AWS services, such as file uploads to S3 buckets or 

HTTP requests via Amazon API Gateway. 

It is worth noting that AWS Lambda is designed 

primarily for background tasks. Although it can 

respond to events triggered by different AWS 

services, it is not suitable for running interactive or 

long-running applications. 

In the current project, the lambda function of AWS is 

widely used for code management. The wider 

advantage of using this lambda function is its 

functionality which runs our code when the event is 

triggered and stays ideal at rest of the time. Overall, 

four lambda functions are used in the complete 

architecture [11]. The first one is used for the 

transmission of data from Event Bridge to Step 

Function as we cannot send data or Boolean value 

directly to the step function [12]. So, this lambda 

function triggers the step function whenever the event 

bridge passes and pushes this lambda to run. The 

lambda function code is written in Python V3 and the 

whole information of EBS will be attached to this 

code. 

Now the step function is used especially for error 

handling and proper management of the three lambda 

functions. The step function handles the lambda 

function and helps in triggering them one after the 

other without destroying or hanging up the 

architecture [13]. The three lambda functions are 

basically designed to perform the actions that are 

manually done by humans currently in real-time and 

that is operated by the Python code by using the Linux 

commandsas shown in Fig 6. 

 
Fig 6. Lambda Functionality in increasing the root volume 

 

IV. ARCHITECTURE 

 

A. Revolutionizing Business Operations with AWS 

Cloud Computing: 

The whole architecture starts with connecting the EC2 

instance to the cloud watch alarm for monitoring the 

instance. The cloud watch alarm continuously captures 

the CPU consumption, storage space metrics and 

displays them, and notifies when the threshold value is 

reached [14]. This notification is carried over to the 

lambda functionby the event bridge. The lambda 

function analyses the EC2 and carries forwards it to 

the next step which will be triggered by the step 

function. This step function now actually manages the 

error handling and efficiently manages the steps to 

perform one after the other. The increase of root 

volume is done manually in the current days through 

commands [15]. So, now these commands will be 

managed by the lambda function with the help of the 

step function which automatically increases the root 

volume and helps in the partitioning of the instance 

without any help of manual power as shown in Fig 7. 
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Fig 7. Automation Architecture of the system 

 

B. Flow Chart - Error Handling: 

To handle the errors, the step function is used. The step 

function manages the three lambda functions for 

which each one does its functionality as mentioned. 

The first lambda function that the step function 

handles is for ebs_id capturing, the second function is 

for growing the ebs_space and the third one is for 

growing fs (internal partition). With the help of the 

pipeline, we manage the step function as shown below 

[16]. Moreover, the architecture of the stepfunction 

sends a failure message when the event fails or moves 

to the end when succeeded as shown in Fig 8. 

Fig 8. Step Function Error Handling Flow chart  

Now when we check the analysis graph, it reaches 

the peak point, which is the threshold as per our 

condition as shown in Fig 11. 

 

Flow Chart: 

The complete process begins with installing the cloud 

watch agent inEC2 as that is the one that monitors the 

processing of the instance. The agent creates a pattern 

in the cloud watch for the condition of threshold reach 

and once it occurs, the event bridge triggers and move 

that to the lambda functionality for the further 

process. This lambda pipeline of Python code set up 

and connects by triggering the step function [17]. To 

the step function, the SSM document is created and 

populated for ebs id and fs. The EBS details are as 

shown in Fig. Once the step function completes its 

process, either there will be the root volume 

expansion done or else it populates the failure 

message and comes to the end as shown in the 

flowchart Fig 9. 

Fig 9. Architectural Flow chart – analysis of the design 

 
Fig 10. Initial EBS volume and volume after addition 

of dummy data check the hard disk (EBS) volume 

space is Now using the command ‘fallocate’ we have 

added the dummy data and then tested it as shown in 

Fig 10. 
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V. RESULTS 

 

Once the installation of the alarm agent in the EC2 

and the architecture are set up then the automation 

gets started. So, initially, when we run the command 

in the instance and 

 
Fig 11. Cloud Watch analysis when threshold value is obtained 

So, as it crossed 90% of usage the cloud agent 

triggers and then alerts lambda which then triggers 

and connects to the step function and further 

completes the process successfully. Now when we 

check through command ‘df -h’ in the console, we 

observe the increment of 20% of external space in 

the EBS volume which is 1.2 times of actual hard 

disk volume but it is dynamic which can be changed 

as per the requirement as in the Fig 12. 

 
Fig 12. Space increment and parallel high volume for expanding 

The challenge with this automation in the AWS 

cloud is, the EBS volume of AWS can be only 

increased once after it completes 24 hours of the 

previous increase. This is the restriction from AWS 

cloud that cannot be solved at this point in time as 

their services are designed and can be used by 

following the restrictions. 

 

VI. CONCLUSION 

 

The design is exclusively designed and developed for 

upgrading and enhancing automation in the domain 

of the cloud by meeting the standards of the 

emerging IT world. As there are many challenges to 

the cloud for proper monitoring and managing we 

have come up with solving one of them by producing 

effective results. Even more, the proposed 

architecture has the capability to deploy in a fraction 

of a second and much faster than manual increasing 

of root volume as per the tests performed. The 

Architecture provides a smoother, more efficient, 

reliable way of analyzing the storage and 

automating the extension of root volume. There is no 

requirement for cloud admins for managing this in 

the real world and also stores the snapshot as a safety 

measure. Snapshots provide an additional advantage 

as there will be no fear of data loss to the companies 

as data is very precious. Snapshots are an add-on 

advantage that could be a support. The usage of this 

automation would make AWS a much wider 

extension compared to the present analysis. 

 
Fig 13. Current snapshot storage in database & future automation 

using AWS services 

As per the future improvements, we will provide the 

design of the same architecture for all types of file 

systems and operating systems as we got effective 

results for this project. Additionally, replicates the 

whole architecture in different cloud service 

providers like Azure and GCP. Moreover, if the 

architecture gets corrupted in any of the cases, 

basing the snapshots, we try getting the whole 

instance to its previous state by providing the report 

for the failure where the testing is also automated and 

produces the test results to correct those test cases to 

get the action to be performed. 
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