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Abstract— VTU-GPT (Visvesvaraya Technological 

University - Generative Pre-trained Transformer) is a 

meticulously crafted chat interface designed to address 

academic challenges at Visvesvaraya Technological 

University (VTU). Serving as a centralized hub, it 

provides VTU students with a seamless space for precise 

answers, doubt resolution, and access to syllabus-specific 

information. Utilizing Retrieval-Augmented Generation, 

VTU-GPT delivers concise explanations and furnishes 

pertinent links and accessible PDF resources. This paper 

explores the development, implementation, and impact of 

VTU-GPT, emphasizing its role in streamlining and 

enhancing the academic journey for VTU students. 
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I. INTRODUCTION 

 

Students in higher education frequently face a lot of 

obstacles along the way that call for creative 

solutions. The goal of this study is to address a 

pressing problem that Visvesvaraya Technological 

University (VTU) students confront, which is the 

lack of a specialized platform that makes it easier for 

students to access resources designed specifically for 

VTU. Students encounter additional challenges in 

locating trustworthy sources for effective preparation 

because necessary study materials are scattered 

across various platforms. The root cause of this 

problem is the lack of a specialised platform that can 

easily combine educational materials unique to VTU; 

this shortcoming is further highlighted by the fact 

that recommended readings are dispersed throughout 

multiple platforms. 

The main objective of this research project is to 

present a game-changing approach to mitigate VTU 

students academic challenges [5]. Students' 

preparation becomes less effective as they struggle 

with a vast number of information sources and 

inaccurate sources dispersed across multiple 

platforms, and the process becomes a complex web 

of searching and cross-referencing. VTU-GPT is a 

proposed platform that carefully follows the VTU 

syllabus by creating a customized chat-like interface 

using Retrieval-Augmented generation technology. 

Specifically designed to match the VTU syllabus, 

this chat-like interface aims to offer relevant links 

and easily accessible PDF resources, personalized 

explanations, which stem from the recognition of the 

difficulties students encounter in obtaining reliable 

and comprehensive study materials. It seeks to bring 

about a fundamental shift in the way students interact 

with academic content, rather than merely a technical 

advancement. This single platform solution's goal is 

to bridge the gap between platforms that are specially 

designed to satisfy VTU's unique educational 

requirements. VTU-GPT can improve student’s 

overall academic experience by addressing problems 

resulting from dispersed resources. Students can 

seamlessly navigate through the VTU syllabus, 

ensuring they receive accurate and personalized 

support in real-time. 

With a specific focus on addressing the academic 

challenges faced by students at Visvesvaraya 

Technological University (VTU), the proposed VTU-

GPT system represents a targeted evolution beyond 

current GPT models. Building on the foundation of 

natural language understanding, similar to models 

such as GPT-3, VTU-GPT aims to be an advanced 

tool that can understand and produce text relevant to 

the VTU syllabus in a [6] human-like manner. The 

proposed system aims to establish a centralized 

platform, enabling VTU students to effortlessly reach 

educational materials, find responses to academic 

questions, and address uncertainties. It builds upon 

the diverse capabilities of GPT models. 

Personalization remains crucial, allowing for the 

adjustment of VTU-GPT's behavior to seamlessly fit 
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the specific academic context of VTU. VTU-GPT 

emphasizes responsible usage above all else, 

acknowledging the limitations of current GPT 

models and the possibility of occasional incorrect 

information generation and input phrasing 

sensitivity. The system under consideration is 

designed to undergo ongoing improvement and 

development. It anticipates updates that will rectify 

any shortcomings and improve its functionality, 

making it a valuable resource for VTU students as 

they pursue their education. 

Using Next.js and Express.js for frontend and 

backend development, respectively, and MongoDB 

for data persistence, this research aims to create a 

comprehensible and scalable web application with 

generative AI capabilities. To enhance the language 

generation capabilities of the system, we incorporate 

Django and the Django REST Framework to create 

API endpoints that enable communication with a 

generative AI model based on Python that is powered 

by HuggingFace and Langchain. This study 

investigates how to improve natural language 

generation and understanding in the application by 

using open-source large language models (LLMs), 

namely llama2 7B and Mistral 7B. The suggested 

architecture is implemented on AWS EC2, utilising 

AWS S3 for effective data storage and 

containerization enabled by Docker. This ensures 

flexibility and scalability in the implementation of 

this cutting-edge web application. 

The successful implementation and integration of 

VTU-GPT is the expected result of this research, 

which will improve VTU students' academic 

experiences. The platform wants to be more than just 

an information store; it envisions becoming a flexible, 

dynamic tool tailored to the individual requirements 

of VTU students. With the help of this revolutionary 

platform, we hope to completely change the way that 

students interact with course material and create a 

more encouraging and stimulating learning 

environment for all members of the VTU 

community. 

In conclusion, Visvesvaraya Technological 

University students confront a variety of challenges, 

and the VTU-GPT project offers a comprehensive 

response to these issues. This study aims to address 

the shortcomings in the current educational system 

and help build a platform that is efficient and 

compassionate, enabling students to pursue their 

academic goals within the special environment of 

VTU. 
 

II. TECHNOLOGICAL FRAMEWORK 

 

A. Mistral 7B 

In the dynamic domain of Natural Language 

Processing (NLP), the pursuit of heightened model 

performance often necessitates larger models, 

escalating computational costs and inference latency 

[1]. Addressing this challenge, Mistral 7B is 

introduced as a meticulously designed language 

model demonstrating high performance coupled with 

efficient inference. Leveraging Grouped-Query 

Attention (GQA) and Sliding Window Attention 

(SWA), Mistral 7B achieves accelerated inference 

speed and reduced memory requirements. The model 

showcases enhanced efficiency, particularly in real-

time applications, by effectively handling longer 

sequences at a reduced computational cost. 

i. Sliding window attention 

Sliding Window Attention (SWA) leverages the 

transformer's stacked layers to extend information 

access beyond a window size W. In this approach, the 

hidden state at position i in layer k, hi, attends to 

preceding hidden states within the range of i − W to 

i. This recursive process enables hi to [1] access 

tokens from the input layer up to a distance of W × k 

tokens. With a window size of W = 4096 at the final 

layer, there's a theoretical attention span of 

approximately 131K tokens. Practically, for a 

sequence length of 16K and W = 4096, modifications 

inspired by FlashAttention and xFormers yield a 2x 

speed improvement over a standard attention 

baseline. 

 

Figure 1: Stacked layers Sliding windown 

attention 

 

ii. Rolling Buffer Cache 

The Rolling Buffer Cache employs a fixed attention 

span, allowing for a controlled cache size. With a 

cache of size W, the keys and values at timestep i are 

stored at position i mod W in the cache. [1] As i 
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exceeds W, previous values get overwritten, capping 

the cache size. For instance, with W = 3, on a sequence 

of 32k tokens, this approach reduces cache memory 

usage by 8x without compromising model quality. 

 

Figure 2: Cache Memory Usage 

 

iii. Pre-fill and Chunking 

When generating a sequence, we need to predict 

tokens one-by-one, as each token is conditioned on the 

previous ones. However, [1] the prompt is known in 

advance, and we can pre- fill the (k, v) cache with the 

prompt. If the prompt is very large, we can chunk it into 

smaller pieces, and pre-fill the cache with each chunk. 

B. LangChain 

LangChain is a framework to develop applications 

powered by LLMs with composability and 

reliability. LangChain has become the go-to tool for 

AI developers around the world to build generative 

AI applications. LangChain is used for connecting 

the external data sources and integration with many 

LLMs [2] available on the market. Apart from this,the 

main feature which is being used in this projectis that 

LLM-powered apps require a vector storage database 

to store the data they will retrieve later on. 

 
Figure 3: Components of LangChain 

LangChain has six main components to build LLM 

applications: model I/O, Data connections, Chains, 

Memory, Agents, and Callbacks. The framework also 

allows integration with many tools to develop full-

stack applications, such as OpenAI, Huggingface 

Transformers, and Vectors stores like Pinecone and 

chromadb, among others. The main value 

propositions of the LangChain are: 

 

• Components: These are the abstractions needed to 

work with language models. Components are 

modular and easy to use for many LLM use cases. 

C. Off-the-shelf chains: A structured assembly of 

various components and modules to accomplish a 

specific task, such as summarization, Q&A, etc. 

HuggingFace 

Hugging Face, a prominent machine learning and 

data science platform, supports users in building, 

deploying, and training ML models. It functions as a 

GitHub-like space for transparent collaboration and 

testing. Renowned for its Transformers Python 

library, Hugging Face simplifies model downloading 

and training, [3] offering developers an efficient way 

to integrate ML models into their workflows. The 

platform's open-source nature and deployment tools 

enable users to openly share resources, reducing 

model training time, resource usage, and the 

environmental impact of AI development. 

• Fine-tune models: Users can fine-tune and train 

deep learning models using Hugging Face's 

application programming interface (API) tools. 

• Host demos: Hugging Face lets users create 

interactive, in-browser demos of machine learning 

models. This lets users showcase and test models 

more easily. 

• Research: Hugging Face has been involved in 

collaborative research projects, like BigScience 

research workshop, aiming to advance the field of 

NLP. 

Major Features: 

i. Models. Hugging Face hosts a large library of 

models that users can filter by type. There are 

more than 300,000 models on Hugging Face. 

Hugging Face also hosts the top open source ML 

models on the platform. The models on the 

leaderboard at the time of this writing include 

the following: 

• stabilityai/stable-diffusion-xl-base-1.0. 

• WizardLM/WizardCoder-Python-34B-V1.0. 

• Phind/Phind-CodeLlama-34B-v2. 

ii. Data sets. Data sets help train models to 

understand patterns and relationships between 

data and creating a good data set can be 

https://www.techtarget.com/searchapparchitecture/definition/application-program-interface-API
https://huggingface.co/stabilityai/stable-diffusion-xl-base-1.0
https://huggingface.co/WizardLM/WizardCoder-Python-34B-V1.0
https://huggingface.co/Phind/Phind-CodeLlama-34B-v2
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difficult. Hugging Face provides access to data 

sets uploaded by the community that users can 

access. Some example data sets in the Hugging 

Face library include the following: 

• the_pile_books3, which contains all data 

from Bibliotik in plain text. Bibliotik is a 

repository of 197,000 books. 

• wikipedia, which contains data from 

Wikipedia and more. 

iii. Spaces: Machine learning models on their own 

typically require technical knowledge to 

implement and use. Spaces packages models in 

a user-friendly experience that lets users 

showcase their work. Hugging Face provides 

the computing resources necessary to host 

demos. Spaces doesn't require any technical 

knowledge to use. Some examples of Hugging 

Face Spaces include the following: 

• LoRA the Explorer image generator. Users 

can generate images in different styles. 

• MusicGen music generator. MusicGen lets 

users generate music. 

• Image to Story. Users can upload an image, 

and a large language model uses text 

generation to write a story based on it. 

D. Retrieval-augmented generation 

Retrieval-augmented generation (RAG) is an AI 

framework for improving the quality of LLM- 

generated responses by grounding the model on 

external sources of knowledge to supplement the 

LLM’s internal representation of information. 

Implementing RAG in an LLM-based question 

answering system has two main benefits: [4] It 

ensures that the model has access to the most current, 

reliable facts, and that users have access to the 

model’s sources, ensuring that its claims can be 

checked for accuracy and ultimately trusted. 

RAG has additional benefits. By grounding an LLM 

on external, verifiable facts, the model has fewer 

opportunities to pull information baked into its 

parameters. This reduces the chances that an LLM will 

leak sensitive data, or ‘hallucinate’ incorrect or 

misleading information. 

RAG also reduces the need for users to continuously 

train the model on new data and update its parameters 

as circumstances evolve. RAG can lower the 

computational and financial costs of running LLM-

powered chatbots in an enterprise setting. 

 
Figure 4: Working of Retrieval Augmented 

Generation 

 

Examining RAG models, the utilization of input 

sequence (x) is directed towards retrieving text 

documents (z) to enhance context for generating the 

target sequence (y). Figure 1 illustrates two primary 

components within the models: (i) a retriever (pη(z|x)) 

providing distributions over text passages based on the 

query (x), and (ii) a generator (pθ(yi |x, z, y1:i−1)). 

The generator generates each token using context from 

preceding tokens (y1:i−1), the original input (x), and a 

retrieved passage (z). To achieve end-to-end training 

for the retriever and generator, the retrieved document 

is treated as a latent variable. Two distinct models, 

RAG-Sequence and RAG-Token, introduce variations 

in incorporating latent documents to produce a text 

distribution. RAG-Sequence predicts each target token 

using the same document, whereas RAG-Token allows 

predictions based on different documents for each 

target token. Both models are formally presented, 

outlining details on the retriever (pη) and generator 

(pθ), alongside training and decoding procedures. 

 

III. PROPOSED WORK 

 

It involves declaring and implementing a computer or 

programming process. Different executions or 

implementations may exist for a specification or 

standard. 

1. Project Definition and Scope: 

Objective: The primary objective of the "vtu-gpt" 

project is to create an intelligent conversational agent 

catering to the educational needs of VTU students. The 

system aims to provide personalized academic 

support, seamless access to educational resources, and 

an efficient user interface for enhanced interactions. 

Scope: The conversational agent will be designed to 

address specific academic challenges faced by VTU 

students, utilizing state-of-the-art technologies for 

effective communication and resource provision. 

 

 

https://huggingface.co/datasets/the_pile_books3
https://huggingface.co/datasets/wikipedia
https://huggingface.co/spaces/multimodalart/LoraTheExplorer
https://huggingface.co/spaces/facebook/MusicGen
https://huggingface.co/spaces/fffiloni/Image-to-Story
https://www.youtube.com/watch?v=hfIUstzHs9A
https://www.youtube.com/watch?v=hfIUstzHs9A
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2. Model Selection and Setup: 

Choose GPT Model: Select a pre-trained GPT model 

based on project requirements. GPT-3, known for its 

advanced language understanding capabilities, is a 

prime candidate. 

Install Dependencies: Establish the development 

environment with Next.js, Express.js, and MongoDB 

for web application development. Set up Django and 

Django REST Framework for API endpoint creation. 

Incorporate Python, Langchain, and HuggingFace 

for the generative AI model. 

 

3. Data Collection and Preprocessing: 

Define Training Data: Curate or generate a dataset 

specifically tailored to VTU's academic context. 

Ensure the dataset aligns with the input and output 

requirements of the chosen GPT model. 

Preprocess Data: Clean and format the dataset to 

enhance its compatibility with the GPT model, 

optimizing the training process. 

 

4. Model Fine-tuning: 

Fine-tuning Consideration: Evaluate the need for 

fine-tuning the pre-trained GPT model on the custom 

dataset to improve its performance in addressing 

VTU-specific queries. 
 

5. Conversation Loop Implementation: 

User Input Handling: Develop a robust mechanism to 

receive user input, supporting interactions through a 

command line or a user-friendly web interface. 

Tokenization: Utilize the GPT model's tokenizer to 

break down user input into [7] manageable 

components. 

Model Inference: Leverage the pre-trained GPT 

model to generate responses based on tokenized 

input. 

 

6. Web Interface: 

Integration: Integrate Django to create an intuitive 

web interface, incorporating Next.js for dynamic and 

responsive web application development. Ensure 

seamless user interaction and navigation. 

 

7. Ethical Considerations: 

Bias Analysis: Implement systematic bias analysis on 

model responses to identify and mitigate potential 

biases and ethical concerns. 

Implement Safeguards: Integrate mechanisms to 

filter and handle inappropriate or biased responses, 

emphasizing user safety and trust. 

 

8. Security Measures: 

Input Validation: Implement robust input validation 

to prevent malicious inputs and maintain the integrity 

of user interactions. 

User Privacy: Enhance data privacy using the AES 

algorithm, ensuring secure handling of sensitive user 

information. 

 

9. Continuous Monitoring and Updates: 

Monitoring: Establish a continuous monitoring 

system to track the model's performance over time, 

identifying areas for improvement. 

Update Mechanism: Plan for periodic model updates 

based on user feedback, new data, or evolving 

educational requirements. 

 

10. Documentation: 

Code Documentation: Document the codebase 

comprehensively, including functions, classes, and 

essential variables. 

Project Documentation: Create comprehensive 

documentation covering project objectives, model 

details, and usage guidelines for developers and 

users. 

 

11. Testing and Evaluation: 

Unit Testing: Implement thorough unit tests to ensure 

individual components function as expected. 

Evaluation Metrics: Define metrics for evaluating the 

model's performance, emphasizing response 

coherence, relevance, and overall user satisfaction. 

 

12. Deployment: 

Choose Deployment Platform: Opt for AWS EC2 

instances for deployment, utilizing AWS S3 for 

efficient data storage. Implement Docker for 

containerization to ensure flexibility and ease of 

deployment. 

Deployment Strategy: Plan the deployment process, 

considering scalability and resource requirements. 

 

13. User Feedback: 

Feedback Mechanism: Implement a user-friendly 

mechanism for users to provide feedback on the 

conversational agent's responses. 

Iterative Improvement: Use user feedback to 
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iteratively enhance the model, addressing 

shortcomings and ensuring continuous improvement. 

This proposed system integrates cutting-edge 

technologies and methodologies to create an 

advanced conversational agent tailored to the unique 

educational needs of VTU students. 
 

Figure 5: Approach to the Solution 

 

IV. DISCUSSION OF SURVEYED WORKS 

 

The survey aimed to assess the potential success and 

value of the "VTU-GPT" project in addressing the 

challenges faced by students and teachers in the VTU 

(Visvesvaraya Technological University) 

community. The objective was to understand the 

difficulties encountered while seeking information 

online and to gauge the demand for a conversational 

agent like "VTU-GPT" 

 

Methodology: 

i. Survey Distribution: 

The survey was distributed using Google Forms. 

Participants included students and teachers from 

VTU across various disciplines. 

 

ii. Survey Components: 

The survey consisted of questions related to: 

• Difficulty in Finding Information: Assessing the 

challenges faced by respondents in finding 

accurate and timely information online. 

• Use of Educational Resources: Exploring the 

usage patterns of existing educational resources. 

• Interest in a Conversational Agent: Gauging the 

interest and perceived value of having a 

conversational agent for academic queries. 

 

Findings: 

i. Difficulty in Finding Information: 

• Result: A significant number of respondents 

reported difficulties in promptly finding accurate 

answers to academic queries. 

• Insight: Many respondents expressed frustration 

with the time-consuming process of sifting 

through vast online resources. 

 

ii. Use of Educational Resources: 

• Result: The survey revealed that a considerable 

portion of participants relies on various online 

resources for academic support. 

• Insight: Despite the availability of diverse 

resources, respondents faced challenges in 

discerning the most relevant and accurate 

information. 

iii. Interest in a Conversational Agent: 

• Result: A high percentage of respondents 

expressed interest in a conversational agent 

specifically tailored to address VTU-related 

queries. 

• Insight: There is a clear demand for a solution that 

can provide immediate and accurate answers to 

academic questions. 

 

Implications for "VTU-GPT": 

i. User Need Validation: 

The survey results validate the identified need for a 

tool like "VTU-GPT" to find accurate academic 

information. 

ii. Time Efficiency: 

Respondents highlighted the time-consuming nature 

of current search methods, indicating the potential for 

"vtu-gpt" to enhance efficiency. 

iii. Interest and Adoption: 

The high level of interest suggests a positive reception 

and potential adoption of "vtu-gpt" among the VTU 

student and teacher community. 

The survey results underscore the importance of the 

"VTU- GPT" project in addressing the challenges 

faced by the VTU community in accessing timely and 

accurate academic information. The positive response 

indicates a strong potential for user adoption and 

emphasizes the project's relevance in enhancing the 

educational experience for students and teachers alike. 
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V. CONCLUSION 

 

In conclusion, the VTU-GPT project has successfully 

demonstrated its capability to provide versatile task 

adaptation and a nuanced understanding of the model's 

functionalities. Ethical considerations were a primary 

focus, with implemented measures to mitigate biases, 

ensuring a responsible and inclusive user experience. 

The collaborative development approach fostered a 

holistic perspective, addressing specific academic 

challenges faced by Visvesvaraya Technological 

University (VTU) students. 

While the project showcased the potential of GPT in 

Natural Language Processing (NLP), it also 

acknowledged challenges in interpretability and 

resource optimization. Looking ahead, future 

exploration will delve deeper into interpretability 

enhancements and staying attuned to advancements in 

transformer models. This project serves as a notable 

example of leveraging advanced AI technologies to 

enhance educational support while underscoring the 

importance of collective efforts in navigating the 

complexities of AI for the benefit of the academic 

community. 
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