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Abstract— In this system, we proposed to reduce the 

number of accidents caused by driver fatigue and thus 

improve road safety. This system treats the automatic 

detection of driver drowsiness based on visual 

information and artificial intelligence. We locate, track 

and analyze both the driver face and eyes to measure 

PERCLOS (percentage of mouth closure) with neural 

network transfer. This program will come to prepare a 

combination of face detection and face contours the 

vehicle acceleration is kept. This product consists of deep 

learning algorithms. The face will detect using computer 

vision and forms contours around the face. The person is 

checked with drowsiness detection through a set of the 

camera. The program used in this paper uses a display 

interface to show and notify alertness. It messages the 

concerned person to pick up the person who is being 

alcoholic. OpenCV library is being used to facilitate face 

drowsy detection. 

 

Index Terms- Machine Learning, Detection, Driving 

Safety, Neural Network 

 

I. INTRODUCTION 

 

According to Scoll.in, This new year more than 2000 

people were booked for drunk and drive. Between the 

years 2008 and 2017,76,446 people died in 2,11,405 

road accidents national wide due to alcohol. This 

system is implemented to reduce road accidents. The 

system implemented is used to detect drowsiness and 

alcohol detection. The embedded system consisting of 

some combination of hardware and software to do the 

particular function. Driver fatigue is when a driver’s 

ability to drive safely is reduced as a result of being 

physically or mentally tired or sleepy. Driver fatigue or 

is a significant safety hazard for the road transport 

industry. The main causes of ‘drowsy driving’ are too 

little sleep, driving at times when you would normally 

be asleep and working or being awake for very long 

hours We locate, track and analyze both the driver face 

and eyes to measure PERCLOS (percentage of eye 

closure) with SoftMax for neural transfer function. 

This program will come to prepare a combination of 

face detection and face contours the vehicle 

acceleration is kept. This product consists of deep 

learning algorithms. The face will detect  

using computer vision and forms contours around the 

face. The person is checked with drowsiness detection 

through a set of the camera. The program used in this 

paper uses a display interface to show and notify 

alertness. It messages the concerned person to pick up 

the person who is being alcoholic. OpenCV library is 

being used to facilitate face drowsy detection. 

 

II. FEATURES OF ALGORITHM 

 

A Convolutional Neural Network is deep learning 

algorithm which can take in an input image, assign 

importance to various aspects in the image and be able 

to differentiate one from the other one is Haar 

Cascade: it is an object detection algorithm used to 

identify faces in an image or a real time video. The 

algorithm uses edge or line to distinguish objects from 

image. Convolutional Layers: Extract features like 

edges and textures. Pooling Layers: Down sample 

feature maps to retain important information. 

Activation Functions: Introduce non-linearity for 

learning complex patterns. Fully Connected Layers: 

Map extracted features to output classes 

(drowsy/alert). Training Data: Large labeled dataset of 

drowsy and alert individuals. Data Augmentation: 

Increase diversity of training data. Transfer Learning: 

Fine-tune pre-trained models for drowsiness detection. 

Optimization Algorithms: Update network weights to 

minimize loss. Regularization Techniques: Prevent 

overfitting. Evaluation Metrics: Assess model 

performance using accuracy, precision, recall, and F1-

score. These features collectively enable CNNs to 

effectively analyze facial expressions and detect 
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drowsiness in real-time applications. Haar Cascade: it 

is an object detection algorithm used to identify faces 

in an image or a real time video. The algorithm uses 

edge or line to distinguish objects from image. 

 

III. LITERATURE SURVEY 

 

1.Hu, S. et.al, discussed the detection of drowsiness of 

the driver using the Support Vector Machine algorithm 

of Machine learning. The algorithm is implemented in 

the driving simulation device to detect the abnormality 

in the driving of a driver. This paper is based on the 

eyelid observation of the driver. 2. Abraham, S. et.al, 

discussed the drowsiness detection a collision control 

based on the steering angle detection and paddle 

pressure. Here the authors used the temporal and 

contextual algorithm. 3. Ba, Y. et.al, discussed the 

collision control of the vehicle, here proposed a model 

called e Vehicle Collision Avoidance System (VCAS). 

In this model, it works on the eye tracking device and 

bio-signal recorder. 4. N.Padhy, et al. discussed a 

component in Component-based System i.e. Reusable 

Components. They have identified several reusability 

metrics and proposed models. They have designed the 

reusability metrics predictions algorithms and models. 

5. Padhy, N.,et al. examines several algorithms which 

able to estimate the software metrics. They developed 

the software metrics algorithms and proposed model 

using novel evolutionary algorithms. The behavior of 

drivers is influenced by many factors, which include 

the personal characteristics, environmental and 

vehicle Characteristics. Professional drivers, such as 

bus drivers, generally have higher levels of training 

and experience, and by virtue of their profession have 

attitudes, which are more likely to promote safe 

driving.   

IV. REQUIREMENT 

 

Hardware Requirements: A computer system with 

adequate processing power (modern CPUs like Intel 

Core i5 or higher). Sufficient RAM (8 GB or more 

recommended) for running Python scripts and machine 

learning models efficiently. Webcam or camera for 

capturing video feed. Optional: Additional sensors like 

EEG or EOG for advanced drowsiness detection.  

Software Requirements: Python: Install the latest 

version of Python (3.x) from the official website. 

Integrated Development Environment (IDE): Choose 

an IDE such as spider on Anaconda python 

Environment for coding and development.  

Required Python libraries: Install libraries OpenCV, 

TensorFlow, Pillow for image processing and machine 

learning. GUI Toolkit: using libraries like Tkinter, 

PyQt. 

Operating System: The application should be 

compatible with Windows 7 or Windows 10. 

 

V. PROPOSED PROBLEM DEFINITION 

 

The proposed system is a driver face monitoring 

system that can detect driver hypo vigilance (both 

fatigue and distraction) by processing of eye and face 

regions. After image acquisition, face detection is the 

first stage of processing. Then, symptoms of hypo 

vigilance are extracted from face image. However, an 

explicit eye detection stage is not used to determine the 

eye in the face, but some of important symptoms 

related to eye region (top-half segment of the face) are 

extracted reforming the face detection algorithm for all 

frames is computationally complex. it will be also 

check out the person is normal or abnormal. Therefore, 

after face detection in the first frame, face tracking 

algorithms are used to track driver face in the next 

frames unless the face is lost 

 

Modes:  

• Person Detection:  

Firstly, persons image can be detected through video 

feed from live camera which will use algorithm for 

person detection 

• Mouth Detection:  

After detecting persons image through live video feed 

Mouth are detected in algorithm where mouth 

capturing process is done. 

• Score Analysis:  

After analyzing mouth detection inputs of live video 

feed through camera yawn is detected which will score 

drivers drowsiness condition. 

 

VI. SYSTEM ANALYSIS 

 

System architecture diagram outlines a method for 

detecting driver fatigue using video input. It starts with 

face detection, followed by the detection and openness 

estimation of the mouth and eyes. These features are 

analyzed using a classifier, such as Haar Cascade or 
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CNN, to determine patterns indicative of fatigue. The 

classifier's output is then used to compute a fatigue 

score, which is translated into the driver's state (e.g., 

fatigued or alert). This system aims to provide real-time 

fatigue monitoring, requiring robust and accurate 

detection algorithms, efficient processing capabilities, 

and considerations for user privacy. In implementing 

this system, it is crucial to ensure that the detection 

algorithms for face, mouth, and eyes are highly 

accurate and robust against varying environmental 

conditions such as different lighting, occlusions, and 

diverse facial features. Advanced techniques like 

CNNs can enhance accuracy but may demand 

significant computational resources, necessitating the 

use of hardware acceleration like GPUs for real-time 

processing. Additionally, the system's effectiveness 

hinges on a well-trained classifier, requiring extensive 

labeled data that includes various scenarios to ensure 

robustness. Addressing privacy concerns is also 

paramount, ensuring that video data is processed 

locally within the vehicle to protect user privacy. 

Overall, the system holds promise for improving driver 

safety by providing reliable and timely fatigue 

detection. 

 

1.  Data Flow Diagram:  

  In Data Flow Diagram, we Show that flow of 

data in our system in DFD0 we show that base DFD in 

which rectangle present input as well as output and 

circle show our system,  

 
Figure 1: Data Flow Diagram 1 

 
Figure 2: Data Flow Diagram 

 

2. UML Diagram: 

Unified Modelling Language is a standard language for 

writing software blueprints. The UML may be used to 

visualize, specify, construct and document the artifacts 

of a software intensive system is process independent, 

although optimally it should be used in process that is 

use case driven, architecture-centric, iterative and 

incremental. The Number of UML Diagram is 

available. The provided UML use case diagram 

illustrates the interaction between a user and a system 

for detecting driver drowsiness. The user initiates the 

process by logging in or registering, which includes 

face detection. The system then detects the mouth and 

eyes, determining whether they are open or closed. 

This data is classified using CNN and Haar Cascade 

algorithms to assess the level of drowsiness. The 

system extends its functionality to provide feedback on 

whether drowsiness is detected or not, ensuring real-

time monitoring and alerting capabilities for the user. 

 
 

3. Sequence Diagram: 

UML Sequence Diagrams are interaction diagrams 

that detail how operations are carried out. They 

capture the interaction between objects in the context 

of a collaboration. Sequence Diagrams are time focus 

and they show the order of the interaction visually by 

using the vertical axis of the diagram to represent 

time what messages are sent and when. The sequence 

diagram outlines the interaction between the user and 

the system for detecting drowsiness. Initially, the 

user logs in or registers, and upon successful 

authentication, the system proceeds with face 

detection. Following this, the system detects the 

mouth and eyes, determining their open or closed 

state. This information is then classified using CNN 

and Haar Cascade algorithms to evaluate the user's 

drowsiness level. Finally, the system provides 

feedback to the user on whether drowsiness is 
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detected or not, completing the sequence of 

interactions. 

 
Figure: Sequence Diagram  
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VII. RESULTS 
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Case 1 Driver is awake 

 
Case 2 Driver is Sleep 
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Case 3 Driver asleep 

 

VIII. CONCLUSION 

 

The increasing number of traffic accidents due to a 

diminished driver’s vigilance level has become a 

serious problem for society. Statistics show that 20 

percent of all the traffic accidents are due to drivers 

with a diminished vigilance level. Further- more, 

accidents related to driver hypo-vigilance are more 

serious than other types of accidents, since sleepy 

drivers often do not take correct action prior to a 

collision. For this reason, developing systems for 

monitoring driver’s level of vigilance and alerting the 

driver, when he is drowsy and not paying adequate 

attention to the road, is essential to prevent accidents. 

The prevention of such accidents is a major focus of 

effort in the field of active safety research. People in 

fatigue show some visual behaviors easily observable 

from changes in their facial features like eyes, head, 

mouth and face. Computer vision can be a natural and 

non-intrusive technique to monitor driver’s vigilance. 

Faces as the primary part of human communication 

have been a research target in computer vision for a 

long time. The driver fatigue detection is considered 

as one of the most prospective commercial 

applications of automatic facial expression 

recognition. Automatic recognition (or analysis) of 

facial expression consists of three levels of tasks: face 

detection, facial expression information extraction, 

and expression classification. In these tasks, the 

information extraction is the main issue for the feature 

based facial expression recognition from an image 

sequence. It involves detection, identification and 

tracking facial feature points under different 

illuminations, face orientations and facial expressions. 

The driver drowsiness detection system holds 

significant potential to enhance road safety by 

providing real-time monitoring and alerting 

capabilities. Through continuous innovation, 

integration with vehicle systems, and a focus on 

accuracy, scalability, and user privacy, this technology 

can become a critical component in reducing accidents 

and improving driving safety. Addressing the future 

scope outlined above will ensure that the system 

remains robust, reliable, and widely adoptable, 

ultimately contributing to safer roads and saving lives. 

 

Future Scope: 

The driver fatigue is the major problem in today’s 

world, because due to the downiness problem day by 

day accidents are increased. In the future work it 

further implemented with the help of Neural Network 

and other real time sensor devices. So that more 

accuracy is achieved. For school bus driver the system 

was very useful. Enhanced Accuracy with Deep 

Learning: Future iterations of the system can employ 

more sophisticated deep learning models, such   As 

deeper convolutional neural networks (CNNs) or 

recurrent neural networks (RNNs), to enhance 

accuracy. These models can better handle diverse 

lighting conditions, various facial features, and 

occlusions (e.g., sunglasses), providing more reliable 

detection across different scenarios. Integration with 

Vehicle Systems: Integrating the drowsiness detection 

system with vehicle control systems can lead to 

proactive safety measures. For instance, the system 

could alert the driver through audio signals, vibrations, 

or visual cues.  

In severe cases of detected drowsiness, the vehicle 

could autonomously slow down or engage safety 

protocols to prevent accidents. Multimodal Data 

Fusion: Incorporating additional sensors, such as heart 

rate monitors, steering wheel behavior analysis, or 

eyelid movement sensors, can provide a more 

comprehensive assessment of the driver’s state. This 

multimodal approach enhances the robustness and 

accuracy of drowsiness detection by combining 

various physiological and behavioral indicators. 

Personalization: Future versions of the system could 

include personalization features that learn and adapt to 

the specific patterns and behaviors of individual 

drivers. By analyzing historical data and recognizing 

unique signs of drowsiness for each driver, the system 

can improve detection accuracy and tailor alerts to 

individual needs.  
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Cloud and Edge Computing: Utilizing cloud 

computing for intensive processing tasks can handle 

large-scale data and complex models, while edge 

computing can ensure real-time analysis with minimal 

latency. This hybrid approach can optimize system 

performance, enabling efficient data processing and 

immediate feedback to the driver. Scalability and 

Deployment: Developing scalable solutions that can 

be easily deployed across various types of vehicles, 

from personal cars to commercial trucks, is essential 

for broader impact. This involves creating modular 

and adaptable systems that can be integrated into 

different vehicle architectures and platforms. User 

Privacy and Data Security:  

Ensuring robust data privacy and security measures is 

crucial, particularly given the sensitivity of video and 

physiological data. Implementing on-device 

processing to avoid data transmission and employing 

strong encryption methods can protect user privacy. 

Clear data usage policies and user consent 

mechanisms are also essential. Legal and Ethical 

Considerations: Addressing legal and ethical issues 

related to driver monitoring is vital for widespread 

adoption. This includes ensuring compliance with data 

protection regulations, obtaining explicit user consent, 

and defining clear guidelines on data ownership and 

usage. Ethical considerations also involve balancing 

safety benefits with potential privacy intrusions. 

Continuous Improvement and Innovation: Ongoing 

research and development are necessary to keep pace 

with technological advancements and emerging 

challenges. This includes exploring new algorithms, 

improving existing models, and incorporating 

feedback from real-world deployments to refine the 

system continuously. 
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