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Abstract: Data mining involves extracting valuable 

insights from raw data, which is then organized into a 

useful format. Techniques such as prediction, 

classification, clustering, and rule mining enable 

businesses to make proactive decisions based on data 

that would be cumbersome to process manually. 

Ontology, the process of extracting useful information 

from extensive data sources, has become a key area of 

research, particularly in the context of the semantic web. 

One emerging challenge is Multiple Choice Question 

(MCQ) generation, which requires creating questions 

from given phrases or text. Traditional models using 

Long Short-Term Memory (LSTM) networks faced 

limitations, including issues like the vanishing gradient 

problem and suboptimal accuracy with large datasets. 

To address these issues, the proposed On toque system 

employs the Google BERT model, a Deep Learning NLP 

tool capable of handling extensive text and generating 

MCQs dynamically. Evaluated using the Stanford 

Question Answering Dataset, which includes over 

100,000 questions from SQuAD1.1 and 50,000 

adversarial written unanswerable questions, OntoQue 

demonstrated the ability to accurately generate MCQs 

from various text summaries, surpassing previous 

models in performance. 
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I. INTRODUCTION 

 

Ontology serve as advanced knowledge representation 

models, fueling the development of intelligent 

applications, particularly within the Semantic Web 

domain. A notable application is ontology-based 

question generation (QG), a subset of artificial 

intelligence focused on creating multiple choice 

questions (MCQs). MCQs are valuable for assessing 

learners' achievements, yet crafting them manually is 

often labor-intensive and challenging. While 

ontology-based systems have shown promise in 

generating MCQs, their effectiveness in educational 

contexts remains underexplored. This paper evaluates 

the performance of such systems, specifically On 

toque, an ontology-based MCQ generation tool. On 

toque is designed to automate the creation of 

assessment items using domain-specific ontology’s, 

offering flexibility across various subjects and proving 

accessible for research purposes. 

 

1.1 Existing system 

In the existing system there was no proper method to 

identify the words from the summary and find out the 

question, answers and generate best MCQs for that 

input string All the existing approaches are best in 

training a text data which is smaller in size and 

accurate in generating the MCQ from that pre-defined 

trained data. But no method is having ability to test the 

text summary dynamically based on any topic despite 

of taking pre-defined summary. The following are the 

main limitations in the existing system. 

 

1.1.1 Challenges 

• In accurate Results 

• There is a vanishing gradient problem in the existing 

methods 

• The existing method LSTM is not efficient to 

generate MCQ for large data. 

• This is not accurate to test on dynamic inputs that is 

train data and test strings with different data is not 

supported in the LSTM. 

 

1.2 Proposed system 

The proposed Google BERT is having no problem and 

this can hold millions of words in order to check the 

summary and generate the Question and Answers 

along with MCQs dynamically. For testing the 

proposed application we try to use Stanford question 

answering dataset, in which the data set combines 
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more than 100,000 questions in SQuAD1.1 with over 

50,000 unanswerable questions written adversarial by 

crowd workers to look similar to answerable ones. The 

proposed model can accurately train with this dataset 

and this can try to generate the desired result for any 

type of text summary which we try to enter for the 

system. The following are the advantages of the 

proposed model like 

 

ADVANTAGES OF PROPOSED SYSTEM 

•  By using the proposed deep learning model Google 

BERT we can able to generate MCQs accurately for 

large data. 

• It generate very accurate result 

• It is less time complexity 

• There is no vanishing gradient problem in the 

proposed Google Bert Model. 

• This is very efficient in searching dynamic 

summaries I .e Test and Train data may not besame. 

 

2.LITERATUREREVIEW 

 

Ontology-based multiple choice question (MCQ) 

generation systems, utilizing domain ontologies for 

automated question creation, have made strides in 

reducing manual effort and enhancing question 

quality. Despite their advancements, these systems 

face challenges, particularly with traditional models 

like Long Short-Term Memory (LSTM) networks, 

which struggle with issues such as the vanishing 

gradient problem and limited adaptability to diverse 

text inputs. The introduction of Google BERT has 

addressed many of these limitations, offering 

improved context understanding and handling of 

extensive vocabulary. BERT’s ability to dynamically 

generate MCQs from large datasets, such as the 

Stanford Question Answering Dataset (SQuAD), 

demonstrates its potential to overcome the rigidity of 

previous systems. However, there is a need for 

systematic evaluation of these new systems to ensure 

their pedagogical effectiveness. Ongoing research 

should focus on refining these tools to better meet 

educational standards and improve their versatility 

across different domains. 

 

System Design 

 
Fig.2.1 System Architecture 

 

3. METHODOLOGY 

 

Implementation is the stage where the theoretical 

design is converted into programmatically manner. In 

this stage we will divide the application into a number 

of modules and then coded for deployment. The front 

end of the application takes Google Collaborator and 

as a Back-End Data base we took Stanford dataset. 

Here we are using Python as Programming Language 

to implement the current application. The applications 

divided mainly into following 5 modules. They are as 

follows: 

➢ MCQs are generated from text 

 
Flowchart of the Technique 
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IMPORTING ALL NECESSARY LIBRARIES 

From the Below pseudo code we can see all the 

libraries which are required for MCQ generation is 

imported and we can see BERT and natural Language 

Tool Kit (NLTK) are also imported. Here from the 

NLTK library we are going to import two main 

methods like Stop words and popular, which are two 

efficient methods to remove the stop words and find 

out the most useful and popular words which are 

present in the given phrase. Here BERT library is used 

for summarizing the text from the given phrase or 

sentence. 

 

INPUT DATA 

 
 

 
 

From the above figure we can clearly see that user try to browse a text data with name Greeks.txt from the Desktop. 

Now the file is uploaded into the drive and now we can able to read the content present in that input file. 

 
 

Now we can see the file is loaded successful 
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BERT SUMMARIZER IS APPLIED 

Here we try to apply the BERT summarizer method and find out the MCQs for that given phrase 

 

TEXT IS DIVIDED INTO PARTS 

 
From the above figure we can clearly see that input data is divided into meaningful sentences and now we can generate 

the MCQs and their corresponding options from this input phrase. 

 

OUTPUT: 
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From the above figure we can see MCQs are generated from a given input. Here we can see questions along with four 

options and more options are suggestions. Here at the end, we can see a clear answer for that generated MCQ  

 

MCQ GENERATION FROM TEXT 

 

RESULTS 

 
 

The On toque system, utilizing Google BERT for 

MCQ generation, achieved notable improvements in 

accuracy over traditional Long Short-Term Memory 

(LSTM) networks. BERT’s advanced processing 

capabilities allowed On toque to handle large datasets 

effectively, overcoming issues such as vanishing 

gradients that hindered previous models. The system 

demonstrated its ability to dynamically generate 

MCQs from a variety of text summaries, adapting well 

to different content inputs. Testing with the Stanford 

Question Answering Dataset (Squad) confirmed On 

toque’s effectiveness, with the system managing both 

answerable and adversarial crafted unanswerable 

questions proficiently. This indicates that On toque 

can reliably generate relevant and accurate MCQs. By 

automating the question creation process, On toque 

significantly reduces manual effort and enhances the 

quality of assessment items, proving its potential for 

wide application in educational settings and beyond. 

 

CONCLUSION 

 

In this paper, we present On toque, an innovative 

ontology-based MCQ generation system, evaluated 

using the Google BERT deep learning model. Unlike 

traditional Long Short-Term Memory (LSTM) 

networks, which faced challenges such as vanishing 

gradients and limited accuracy with large datasets, On 

toque utilizes BERT’s advanced capabilities to handle 

extensive vocabulary and contextual information 

effectively. This allows On toque to dynamically 

generate MCQs from text summaries with high 

precision. Testing with the Stanford Question 

Answering Dataset (Squads), which includes both 

answerable and adversarial crafted unanswerable 

questions, demonstrated On toque’s ability to produce 

accurate and relevant MCQs. The system’s robust 

performance highlights its potential as a valuable tool 

for automated question generation in educational and 

assessment contexts. 
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FUTURE SCOPE 

 

Building on our current focus on MCQ generation 

with Google BERT, future research could expand to 

evaluate and integrate various algorithms for 

generating questions and answers. Exploring different 

deep learning models, such as transformers beyond 

BERT, or incorporating hybrid approaches that 

combine multiple algorithms, could provide a 

comparative analysis of their effectiveness in MCQ 

generation. Additionally, investigating techniques like 

reinforcement learning and transfer learning might 

further enhance the system's ability to produce high-

quality, contextually relevant MCQs. Future work 

could also involve developing mechanisms to 

dynamically adapt to different educational domains 

and subject areas, improving the system’s versatility. 

Implementing these advancements has the potential to 

refine automated question generation, making it a 

more powerful tool for diverse educational and 

assessment applications. 
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