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Abstract- This paper presents the modified delayed 

LMS adaptive filter consists of Weight update block 

with Partial Product Generator (PPG) to achieve a 

lower adaptation delay and efficient area, power, 

delay. To achieve lower adaptation delay, initially the 

transpose form LMS adaptive filter is designed but 

the output contains large delay due toits inner 

product process. Here, the pipelining structure 

isproposed across the time consuming combinational 

blocks of the structure to reduce the critical path. 

Index Terms- Partial Product Generator, Weight 

updateblock, Modified DLMS adaptive filter. 

I. INTRODUCTION 

The Least Mean Square (LMS) adaptive filter is the 

widely used filter because of its simplicity and 

performance. Least mean squares (LMS) 

algorithms are a class of adaptive filter used to 

mimic a desired filter by finding the filter 

coefficients that relate to producing the least mean 

squares of the error signal (difference between the 

desired and the actual signal). It is stochastic 

gradient method in that the filter is only adapted 

based on the error at the current time. The LMS 

algorithm is the most popular method for adapting 

a filter, which have made it widely adopted in 

many applications. Applications include adaptive 

channel equalization, adaptive predictive speech 

coding, Noise Suppression and on-line system 

identification. Recently, because of the progress of 

digital signal processors, a variety of selective 

coefficient update of gradient-based adaptive 

algorithms could be implemented in practice. The 

Least Mean Square adaptive filter is used here 

because it differs from a traditional digital filter in 

the following ways: A traditional digital filter has 

only one input signal x(n) and one output signal 

y(n). An adaptive filter requires an additional input 

signal d(n) and returns an additional output signal 

e(n). The filter coefficients of a traditional digital 

filter do not change over time. The coefficients of 

an adaptive filter change over time. 

Therefore,adaptive filters have a self-learning 

ability that traditional digital filters do not have. 

 
Fig.1: Adaptive filter system 

The removal of unwanted signals through the use 

of optimization theory is becoming popular, 

particularly in the area of adaptive filtering. These 

filters minimize the mean square of the error signal, 

which is the difference between the reference 

signal and the estimated filter output, by removing 

unwanted signals according to statistical 

parameters. 

However the implementation of constant 

multiplications in a shift-adds architecture enables 

the sharing of common partial products among the 

constant multiplications that significantly reduces 

the area and power dissipation of the MCM design. 

Hence, the MCM problem is defined as finding the 

minimum number of addition/subtraction 

operations that implement the constant 

multiplications, since shifts can be realized using 

only wires in hardware. Note that the MCM 

problem is an NP-complete problem [4]. Most 

work on implementation of digit-serial FIR filters 

has focused on implementation in FPGAs and 

without  using multiplier blocks [11]–[13]. 

However in [14] the digit-size trade-off in 

implementation of digit-serial transposed direct 

form FIR filters using direct multiplier blocks was 

studied. 

II. RELATED WORKS 

This algorithm is a class of adaptive filter used to 

mimic adesired filter by finding the filter 
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coefficients that relate to producing the least mean 

squares of the error signal [1]. TheLMS algorithm 

was devised for the study of a pattern recognition 

machine known as the adaptive linear element.The 

LMS algorithm is a stochastic gradient algorithm in 

that ititerates each tap weight of the transversal 

filter in the direction of the instantaneous gradient 

of the squared error signal withrespect to the tap 

weights [2]. The existing systolic architectures for 

the LMS algorithm with delayed coefficient 

adaptation have large adaptation delay and hence 

degraded convergence behaviour. The proposed 

system gives the systolic architecture with minimal 

adaptation delay andinput/output latency, there by 

improving the convergence behaviour to near that 

of the original LMS algorithm. [3]. An efficient 

systolic architecture for the DLMS adaptive filter is 

based on a new tree-systolic processing element 

(PE) and an optimized tree-level rule. Applying 

tree-systolic, a higher convergence rate than that of 

the conventional DLMS structures can be obtained 

without the properties of the systolic-array 

architecture [4].  

The DLMS adaptive algorithm is introduced to 

achieve lower adaptation-delay. It can be 

implemented using pipelining. But it can be used 

only for large order adaptive filters [5]. Typical 

DSP Programs with highly real-time, design 

hardware and or software to meet the application 

speed constraint. It also deals with 3-Dimensional 

Optimization (Area, Speed, and Power) to achieve 

required speed, area-power tradeoffs and power 

consumption [6].An efficient scheme is presented 

for implementing the LMS-based transversal 

adaptive filter in block floating-point (BFP) format, 

which permits processing of data over a wide 

dynamic range, at temporal and hardware 

complexities significantly less than that of a 

floating-point processor [7]. The implementation of 

adaptive filters with fixed-point arithmetic requires 

to evaluate the computation quality. The accuracy 

may be determined by calculating the global 

quantization noise power in the system output [8]. 

The LMS algorithm is the most popular method for 

adapting a filter, which is used in many 

applications such as adaptive channel 

equalization,adaptive predictive speech coding, 

Noise Suppression and online system 

identification. 

The block diagram of the DLMS adaptive filter is 

shown in Fig. where the adaptation delay of m 

cycles amounts to the delay introduced by the 

whole of adaptive filter structure consisting of 

finite impulse response (FIR) filtering and the 

weight-update process. It is shown in that the 

adaptation delay of conventional LMS can be 

decomposed into two parts: one part is the delay 

introduced by the pipeline stages in FIR filtering, 

and the other part is due to the delay involved in 

pipelining the weight update process. 

 
Figure 1. Structure of the conventional delayed 

LMS adaptive filter 

Based on such decomposition of delay, the 

proposed structure of DLMS adaptive filter is 

shown in Fig.3.  

III. PROPOSED SYSTEM 

The proposed adaptive filter architecture consists 

of two main computing blocks, namely the error 

computation block and weight-update block. The 

computation of filter output and the final 

subtraction to compute the feedback error are 

merged in the error computation unit to reduce the 

latency of error computation path. If the latency of 

computation of error is n1 cycles, the error 

computed by the structure at the nth cycle is e(n − 

n1), which is used with the input samples delayed 

by n1 cycles to generate the weight-increment 

term. The weight update equation of the proposed 

delayed LMS algorithm is, therefore, given by, 

wn+1 = wn + μ · e(n − n1) · x(n − n1)………. (3a) 

Where, 

e(n − n1) = d(n − n1) − y(n − n1) ……………(3b) 

and 

y(n) = wTn−n2 · x(n)……………………. (3c) 

We can notice that during weight adaptation, the 

error with n1 delays is used while the filtering unit 

uses the weights delayed by n2 cycles. By this 

approach the adaptation-delay is effectively 

reduced by n2 cycles. The proposed algorithm 

canbe implemented efficiently with very low 

adaptation-delay which is not effected substantially 

by the increase in filter order. 
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Fig. 2.Structure of the modified delayed LMS 

adaptive filter. 

A. Error-Computation Block 

The proposed structure for error-computation unit 

of an Ntap DLMS adaptive filter is shown in Fig. 3. 

It consists of N number of 2-bit partial product 

generators (PPG) corresponding to N multipliers 

and a cluster of L/2 binary adder trees, followed by 

a single shift–add tree. Each subblock is described 

in detail. 

 
Figure 3: Structure of error-computation block. 

B. Multiple Constant Multiplication: The 

Multiplication of a variable by a set of constants, 

generally known as Multiple Constant 

Multiplications (MCM).It is essential in many 

Digital Signal Processing (DSP) applications, 

• Digital Finite Impulse Response (FIR) filters, 

• Fast Fourier Transforms (FFT) and 

• Discrete Cosine Transforms (DCT). 

C. Wallace Tree Multiplier: A Wallace tree is an 

efficient hardware implementation of a digital 

circuit that multiplies two integers. The Wallace 

tree has three steps: 

a) Multiply (that is - AND) each bit of one of 

thearguments, by each bit of the other, yielding 

results. 

Depending on position of the multiplied bits, the 

wirescarry different weights. 

b) Reduce the number of partial products to two by 

layers of full and half adders 

c) Group the wires in two numbers, and add them 

with a conventional adder. 

A typical Wallace tree architecture is shown in 

figure4 below. In the diagram AB0-AB7 represents 

the partial products the partial products. 

 
Figure 4: Wallace tree multiplier 

D. Partial product generator 

A product formed by multiplying the multiplic and 

by one digit of the multiplier has more than onem 

digit partial products are used as intermediate in 

calculation. The result obtained when a number is 

multiplied by one digit of multiplier .The PPG 

consist of L/2 number of 2- to-3 decoders and 

thesame number of AND/OR cells To take care of 

the sign of the input samples while computing th 

partial product corresponding to the most 

significant digit (MSD). 

E. Fixed-Point Design Considerations 

For fixed -point implementation, the choice of 

word lengths and radix points for input 

samples,weights, and internal signals need to be 

decided. given as the input. For this purpose, the 

specificscaling/sign extension and truncation/zero 

padding are required. Since the LMS algorithm 

performs learning so that y has the same sign as d, 

the error signal e can also be set to have the same 

representation as y without overflow after the 

subtraction. LSBs of weight increment terms are 

truncated so that the terms have the same fixed-

point representation as the weight values. 

IV. CONCLUSION 

We proposed an area–delay-power efficient low 

adaptation delay architecture for fixed-point 

implementation of LMS adaptive filter. We used a 

novel PPG for efficient implementation of general 

multiplications and inner-product computation by 

common sub expression sharing. we proposed a 

strategy for optimized balanced pipelining across 

the time-consuming blocks of the structure to 

reduce the adaptation delay and power 

consumption, as well. We proposed a fixed-point 
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implementation of the proposed architecture, and 

derived the expression for steady-state error. 
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