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Abstract- The Travelling Salesman problem is one of the 

very main problems in Computer Science and 

Operations Research. It is used to evaluate the lowest 

cost of doing a work while covering the complete area. 

In this research article proposed work is a new 

approach which is simulated annealing and a genetic 

algorithm for solving Travelling Salesman Problem in 

order to gather the benefits of SA. Also it diminishes the 

time that GA spend fixed at local minima. The proposed 

algorithms tend to produce superior quality results in 

smallest amount of time. 

 

Index Terms- Travelling Salesman Problem, Genetic 

Algorithm, S imulated Annealing, SAGA, ACO. 

 

 INTRODUCTION 

 

1. Genetic algorithm for Travelling Salesman 

Problem: GA begins with arbitrary initiation of a 

population using chromosomes as abstract 

presentations of solution candidates . We need to 

evaluate loop-path which will include each city only 

once and path length is minimal. The genetic 

algorithm is series of following operations:  

1) Evaluate length of paths 

2) Evaluate probabilities  

3) Prepare to crossover according probabilities  

4) Crossover, parents replaced with children.  

5) Mutations 

  

2. Simulated Annealing 

There is some well-known classical technique for 

finding a nearest best solution using linear and non-

linear programming for TSP’s. SA is based on 

heuristics from annealing process instead of any 

classical optimization methods.  

 

Algorithm of simulated annealing 

Definitions: 

State (𝑠): A particular tour over the set of given cities. 

Neighbour State (𝑠′): It is a state access by randomly 

switching the order of two cities  

 

Cost Function (𝐶): find the total cost of a state 

 

Relative Change in Cost (𝛿): It is the relative 

modification in cost 𝑐 between 𝑠 and 𝑠′ 

 

Cooling Constant (𝛽): It is the rate at which the 

temperature is lowered each time an original solution 

is found 

 

Acceptance Probability Function (𝑃): determines the 

probability of moving to a more costly state 

𝑛= number of cities or points 

𝑇0= Initial Temperature 

𝑇k= the Temperature at the 𝑘th 
instance of accepting a 

new solution state. 

 𝑇k+1 = 𝛽𝑇k, where 𝛽 is some constant between 0 and 

1 

 

      

     𝛿> 0   

(𝛿, 𝑇k) =       𝑓𝑜𝑟𝑇k> 

0. 

      1  𝛿 ≤0 

Note that for 𝛿> 0, for any given 𝑇, 𝑃 is greater for 

smaller values of 𝛿. In other words, a state 𝑠′ that is 

only slightly more costly than 𝑠 is more likely to be 

accepted than a state 𝑠′ which is much more costly 

than 𝑠. Further 𝑃 decreases with decrease in T 

In mathematical terms limT→0+    
    0, for 𝛿> 0. 

 

3. Result Analysis:  

3.1 Genetic Algorithm for Travelling Salesman 

Problem:-  

3.1.1 Travelling Salesman Problem: A particular 

salesman travels to each and every cities and 

completes the route and back to the initial city. 

 



© August 2018 | IJIRT | Volume 5 Issue 3 | ISSN: 2349-6002 

IJIRT 147040 INTERNATIONAL JO URNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 242 

 

 

 

Figure1.1: Best Solution Path for Iteration=2543 

3.1.2 Multiple Travelling Salesmen Problem: Every 

salesman travels to a particular set of cities and 

completes the route by back to the city from where he 

started. Each and every city is visited by accurately 

one salesman. 

 

 
Figure 1.2: Multiple Travelling Salesman Problems 

for Iteration=3890, Salesman=4 

 

 
Figure 1.3: Multiple Travelling Salesman Problems 

for Iteration=2317, Salesman=13 

3.1.3. Fixed Start Open Multiple Travelling Salesmen 

Problem: Every salesman starts at the initial point, 

but travels to a single set of cities  except for the 

initial point, every city is visited by exactly one 

salesman. 
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Figure 1.4: Fixed Start Open Multiple Travelling 

Salesmen Problem for Iteration=3618 

3.1.4. Fixed Open Multiple Travelling Salesmen 

Problem: Every salesman starts at the initial point, 

and ends at the final point, but travels to a particular 

set of cities. Except for the initial and final points, 

each city is visited by exactly one salesman. 

 

 
Figure 1.5: Fixed Open Multiple Travelling Salesmen 

Problem for Iteration=2048 

3.1.5. Fixed Multiple Travelling Salesmen Problem: 

Every salesman starts at the initial point, and 

terminate at the initial point, but travels to a unique 

set of cities except for the initial point, every city is 

visited by exactly one salesman. 

 

 
Figure 1.6: Fixed Multiple Travelling Salesmen 

Problem for Iteration=1680 

3.1.6. Travelling Salesman Problem for Nearest 

Neighbour (NN) Algorithm: A particular salesman 

travels to each cities and completes the route by back 

to the city he started. Each city is visited by the 

salesman accurately one time. 
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Figure 1.7: Travelling Salesman Problem for Nearest 

Neighbour 

3.2. Result of Genetic Algorithm for Travelling 

Salesman Problem:  

 
Figure 1.8: The Best Path Length for 10 cities and 

generation 100 is 23.9642. 

 

Figure 1.9: The Best Path Length for 20 cities and 

generation 200 is 55.58. 

 

Figure 1.10: The Best Path Length for 30 cities and 

generation 300 is 79.43. 

 
Figure 1.11: The Best Path Length for 40 cities and 

generation 400 is 118.68. 
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Figure 1.12: The Best Path Length for 50 cities and 

generation 500 is 143.07. 

 

Figure 1.13: The Best Path Length for 60 cities and 

generation 600 is 180.43. 

 
Figure 1.14: The Best Path Length for 70 cities and 

generation 700 is 231.37. 

 

Figure 1.15: The Best Path Length for 80 cities and 

generation 800 is 264.75. 

 
Figure 1.16: The Best Path Length for 90 cities and 

generation 900 is 317.49. 

 
Figure 1.17: The Best Path Length for 100 cities and 

generation 1000 is 341.51 

Table: 1.1Comparison of Best Path Length 

No. of 

Cities 

Population 

Size 

No. of 

Generations 

Best Path 

Length 

10 3000 100 23.96 

20 3000 200 55.58 

30 3000 300 79.43 

40 3000 400 118.68 

50 3000 500 143.073 

60 3000 600 180.43 

70 3000 700 231.37 

80 3000 800 264.75 

90 3000 900 317.49 

100 3000 1000 341.51 
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Figure 1.18: Best Path Length No. of Generation V/S 

No. of Cities  

3.3 Result of Simulating Annealing for Travelling 

Salesman Problem:  

A basic simulated annealing for different cities 

travelling salesman problem from TSPLIB2 archive. 

 
Figure 1.19: The round trip for minimal total length 

for 20 cities is 4.030656 units. 

 
Figure 1.20: The round trip for minimal total length 

for 29 cities is 11238.07176 units. 

 
Figure 1.21: The round trip for minimal total length 

for 48 cities is 51676.4861 units  

 
Figure 1.22: The round trip for minimal total length 

for 70 cities is 1010.7180 units  

 
Figure 1.23: The round trip for minimal total length 

for 76 cities is 151562.74 units 

 

 

Chart Title 

No. of
Generation

s

Best Path
Length

Number 
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Figure 1.27: The round trip for minimal total length 

for 96 cities is 835.6376 units 

 

Figure 1.24: The round trip for minimal total length 

for 101 cities is 2057.46 units  

 
Figure 1.25: The round trip for minimal total length 

for 442 cities is 146573.805 units 

 
Figure 1.26: The round trip for minimal total length 

for 535 cities is 39434.7746 units 

Table: 1.2 Comparison of Length of Round Trip 

(Units) 

Initial 

Tempe

rature 

Coolin

g Rate 

Maximu

m 

Iteration 

Swap 

No. 

of 

Cities 

Lengt

h 

2000 0.5 1000 2 20 4.030 

2500 0.55 2000 3 29 

11238

.071 

3000 0.6 3000 4 48 

51678

.486 

3500 0.65 4000 5 70 
1010.
718 

4000 0.7 5000 2 76 

15156

2.74 

4500 0.75 6000 4 96 

835.6

376 

2000 0.97 2000 3 101 

2057.

4646 

2500 0.955 2000 4 
PCB 
442 

14657
3.8 

3000 1 3000 2 532 

39434

.774 

 

CONCLUSION 

 

GA appears to evaluate best solutions for TSP 

(Travelling Salesman Problem). However it depends 

very much on the way how problem is encoded and 

crossover and mutation techniques are used. It seems 

that techniques uses heuristic information or encode 

the boundaries of the tour perform the best and give 

good quality indications for upcoming work in this 

area. Genetic algorithms have not found a better 

solution to the travelling salesman problem that is 

already known. However many of the already known 

best solutions have been found by some genetic 

algorithm method. 

Simulated annealing has a potential of finding an 

optimal solution provided enough time is given for 
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the annealing process. Definitely a simple concept of 

annealing has significant effect on finding a best 

solution, thus simulated annealing is indeed a good 

motivation for extra heuristic algorithms. 

 

FUTURE SCOPE 

 

In the present research work, we have implemented 

the combination of Genetic Algorithm & Simulated 

annealing for Travelling Salesman Problem to 

discover the shortest path and execution time 

between different Cities. 

Combination of two between compared approaches 

(SA & ACO) is suggested. Whereas ACO give the 

best shortest distance and SA saves time in execution. 

So they complement each other and cancel out their 

own limitations 
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