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Abstract- Recently video surveillance systems were used 

in many domains in the last few decades such as crime 

prevention, human behavior understanding, activity 

analysis, traffic monitoring etc. Video based face 

recognition is the process of detecting and recognizing 

the faces captured by a video camera. Face recognition 

in video has gained wide attention as it plays an 

important role in designing automatic surveillance 

systems. The main challenges in the video based face 

recognition are the limitation of the camera hardware, 

the arbitrary poses captured by the camera as the 

subject is non-cooperative, changes in the resolutions 

due to different lighting conditions, noise and 

blurriness. Therefore a video based face recognition 

system must be robust to the changes in the 

illumination, scale, pose and expression. It must 

perform the detection and recognition rapidly in real 

time. In order to minimize the human interaction with 

the system, it has to be automated.  

 

Index Terms- Face detection, face recognition, face 

tracking, Surveillance Analysis, Video Surveillance 

Systems 

I. INTRODUCTION 

 

In a country like India public safety is emerged as an 

important factor, due to the growing crime rates, 

increasing terrorism, missing children/runaway cases. 

As the population is increasing day-by-day, 

controlling the mishaps has become a tedious job as 

crime, violence, and fear in cities pose significant 

challenges to law enforcement authorities. Therefore 

there has to be a direct application in any urban 

safety strategy, aimed at reducing and preventing 

problems of crime and insecurity. There are many 

terrorists, criminals, thieves who have been staying in 

the country from years fearlessly due to the poor 

surveillance system. Therefore for serving as a visual 

deterrent to crime or giving managers and security 

professionals the tool for security and other 

controlling aspects. It is one of the most valuable 

security and loss prevention solution. The incidents 

like ragging, drug addiction, violence and sexual 

exploitation can be curbed by the implementation of 

video surveillance system at the most important 

places of action like canteen, playground, and 

hostels.  

Fig 1: Feature Extraction 

Video surveillance systems were used in many 

domains in the last few decades such as health care, 

accident detection, traffic monitoring and controlling, 

traffic flow analysis, counting moving objects, 

airborne traffic, crime prevention through indoor and 

outdoor monitoring, human behavior understanding, 

identification tracking, classification of vehicles, 

motion detection and activity analysis and 

classification of people or any object of interest. 

There is also a vast requirement for automatic 

surveillance systems to support monitoring indoor 

and outdoor environment like parking lots, shopping 
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malls, airports, railway station and so on due to the 

availability and low price of processors and sensors. 

There are many biometric characters which can be 

used for person identification in video surveillance 

system. Unlike other biometric characters, face has 

many features which can be used collectively for 

recognizing the person correctly. Fig 1 shows the 

basic features which are needed to be extracted for 

face recognition system such as position of eyes, 

position of nose, distance between eyes etc.  

In a highly populated country like India, it is merely 

impossible for a human being to recognize the faces 

manually from the video surveillance video. 

Therefore the system must be automated. An 

automated system does not require human 

interruption for recognizing faces. Automatic face 

recognition has now been studied for over three 

decades. While substantial performance 

improvements have been made in controlled 

scenarios (frontal pose and favorable lighting 

conditions), the recognition performance is still 

brittle with pose and lighting variations. Until 

recently, face recognition was mostly limited to one 

or more still shot images, but the current face 

recognition studies are attempting to combine video 

and multi-view face models to achieve better 

performance. Face images captured in surveillance 

systems are mostly off-frontal and have low 

resolution. Consequently, they do not match very 

well with the gallery that typically contains frontal 

face images. As in video based face recognition 

system, many frames can be extracted which gives 

large number of features to process. There are 

superior advantages of the video-based recognition 

over the image-based recognition. First, to facilitate 

the recognition, utilization of the temporal 

information of faces can be done. Secondly, more 

effective representations, such as a 3D face model or 

super-resolution images, can be obtained from the 

video sequence and used to improve recognition 

results [16] [17]. Finally, video-based recognition 

allows learning or updating the subject model over 

time. An updating-during-recognition scheme, where 

the current and past frames in a video sequence are 

used to update the subject models to improve 

recognition results for future frames. Face 

recognition in video has gained substantial attention 

due to its applications in deploying surveillance 

systems.  

Fig 2: A system for video-based face recognition] 

In video based face recognition system, face 

verification (or authentication), and face 

identification (or recognition) can be considered as 

the two main stages. The detection stage is the first 

stage; it includes identifying and locating a face in an 

image. The recognition stage is the second stage; it 

includes feature extraction, and matching. In feature 

extraction important information for the 

discrimination is saved and while in matching phase 

the recognition result is given using the face database 

[21]. Fig 2 shows the basic video based face 

recognition system.  

Presently there are many video based face 

recognition systems which are used worldwide. 

However these models have limitations such as need 

of the controlled datasets, and careful image 

alignment. Some Existing techniques support small 

pose variations [22]. If the resolution of the extracted 

frame is low then the performance of the system is 

degraded. In various studies, it has been documented 

that the persistent problems are pose and illumination 

variations in face recognition [6] [7]. Therefore, an 

automated method for face recognition that is robust 

to variations in pose and illumination is proposed. 

The proposed system also must detect and recognize 

faces rapidly.  

 

II. PROBLEM DEFINITION 

  

There exist many video based face recognition 

systems. But many systems have limitation such as 

the need of a controlled database. Therefore the 

existing techniques do not work well with the pose, 

illumination, and shape variant subject. Compared 

with other challenges, face recognition from low 
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resolution video reduces the performance of the 

existing systems significantly. Secondly, in the most 

populated countries like India manual face 

recognition is merely impossible. Therefore an 

automated method for face recognition that is robust 

to variations in pose and illumination is proposed. 

The system also has to be automated and must work 

on the uncontrolled databases and it must be 

computationally less expensive.  

 

III. LITERATURE SURVEY 

  

The face recognition technique is mainly divided into 

two types. Figure 3 shows the types of the video 

based face recognition techniques. There are two 

main types of the face recognition techniques namely 

set based face recognition and sequence based face 

recognition technique. Set based approach is again 

divided into manifold modeling, super resolution, 

43D modeling and frame selection whereas sequence 

based is divided into spatio temporal and temporal 

approach. The major challenges which are faced by 

the face recognition algorithm are low quality face 

image or video, uncontrolled environment, lighting 

problem, appearance problem, covering of faces [14]. 

To address these difficulties many researchers are 

working in this area.  

Fig 3: Taxonomy of the Face Recognition from 

Video Literature [23] 

In this the frame was taken from the video whose 

patch is cropped from the frames of the video. This 

patch is then compared with the original face and 

stitched together. This face can be further used for 

face recognition. In this method part of the face was 

used for recognition and the face was reconstructed 

from the patches. Recovery of the missing part can be 

done with this method. To improve the recognition 

performance a patch-based image quality assessment 

method was proposed to select a subset of the “best” 

face images from the video sequences [16]. However 

this technique was not robust to the pose and angles. 

To recognize pose-variant faces using redundancy in 

multi-view video data approach was proposed. In 

Multi-view video data, it consists of faces with 

multiple viewpoints. Multi-view gives more 

information compared to the single view data. Pose 

variation can be easily handled by this technique. The 

authors claim to have a better recognition rate when 

compared to traditional algorithms on multi view 

video database.   During recognition in uncontrolled 

settings, changes in pose, illumination and expression 

can be addressed using specific strategies [11]. To 

enable practical applications, it is necessary to 

investigate face recognition techniques for low-

quality video data. Therefore super resolution could 

be a solution [17], and temporal information in the 

video could be used to compensate for the lost spatial 

information. 

Fig 4: Pose, Illumination and lightening conditions, 

(a): Lightening conditions, (b): face poses [15] 

.While testing, each individual frame is assigned to 

one of the groups in the training stage. Final 

matching is considered as the sum of the best 

matching from individual groups. Authors claim that 

there is a substantial improvement in recognition rate 

when compared to traditional approaches. Davis, M 

et al. [19], have demonstrated a real time system of 

face recognition from surveillance video. This system 

is robust against pose, scale, illumination and 

expression for face recognition. He combined Viola 

Jones method with skin – tone color information 

analysis. Irises, nostrils, ear – tips are the local 

features that they used. It is also mentioned that for 

real world system more features should be selected 

but it is unknown how many features are required to 

provide discrimination over a large population [12]. 

For illumination invariance a novel approach for 

video based face recognition was presented [20]. In 

this approach the image enhancement based on local 

mean and standard deviation is introduced into 

conventional PCA. The improved PCA and LDA are 

combined to recognize faces in videos. LDA is used 

to solve the small sample size problem. This paper 

also shows that video based face recognition can also 
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tackle with the problems of image based face 

recognition. In this way it can enhance the 

performance and speed of current image based face 

recognition. 

 
Fig 4 (a) shows the various lightening condition and 

fig 4 (b) shows poses that may be captured in an 

uncontrolled environment. 

For both pose and illumination Yi-Chen, et al [21] 

proposed a video-based face recognition model in 

which joint sparsity-based approach was used. In this 

model a face is partitioned during the training stage, 

based on different pose and illumination condition 

and is placed in sub-dictionaries. Particular viewing 

conditions of each of the face are included in these 

dictionaries. Authors claim that theirs bring a better 

recognition rate compared to the existing methods. X. 

Liu and T. Chen [22] proposed a novel video-based 

face recognition algorithm known as sequential 

sample concensus using sequential sampling and 

updating scheme. In their proposed method, a 

training set is created and each individual’s identity is 

tested against the training set using a probability 

mass function. Authors claim that this method is 

robust and resilient against pose variation, if only one 

frame is available. To solve the multiple sample 

problems, a region based-approach is exploited to 

adapt sparse representation in face recognition, using 

face images that are external to the gallery [13]. 

Comparing with still-based approaches, videos are 

becoming more challenging as it has been used 

extensively for surveillance activities. Videos are 

tending to provide more information when compared 

still image-based details. Videos provide the much-

needed temporal continuity. The authors have 

proposed an adaptive Hidden Markov Model 

(HMM)-based facial recognition algorithm [14]. It 

works only on the controlled dataset with a very 

small variance in the pose.  

 
Table I shows the performance comparison of some 

popular techniques with their respective recognition 

rates. There are many techniques which are providing 

more than 98% accuracy.  

The authors have proposed an average data modeling 

based on local preserving projections by making use 

of nearest neighbor graphs and Eigen maps . Even 

though the video-based face recognition is gaining 

popularity, there still exist disadvantages with respect 

to video-based face recognition [5]. The major 

limitations in video-based face recognition are poor 

illumination, different pose variation, occluded face 

images, and varied expression. Ajmal Mian [19] 

presented an online learning approach to video-based 

face recognition that does not make any assumptions 

about the pose, expressions or prior localization of 

facial landmarks. This work which have embarked 

and described literature is an attempt to propose a 

fresh model that can significantly increase the 

recognition rate of faces from a video sequence. 

Typically a video sequence contains faces with 

different poses and occludes different face images. In 

above approached the performance of the system was 

checked on the basis of the recognition. To make the 

system robust to lightening conditions some methods 

are introduced. Enhancing low resolution images 

from the video sequence has been studied by many 

researchers in the past decades . Work on super-

resolution can be categorized into two classes in 

recent years: H. Huang and H. He  introduced the 



© April 2019 | IJIRT | Volume 5 Issue 11 | ISSN: 2349-6002 

IJIRT 147916 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 396 

 

feature-based face recognition and L. Wu., X. Wang  

introduced learning-based reconstruction of face. To 

propose and implement an experimental fully 

automatic face recognition system which will be used 

to detect faces in real time. Its main strength is to 

successfully process frames of a great number of 

different individuals taken in a totally uncontrolled 

environment.  

 

IV. PROPOSED RESEARCH WORK 

  

Video sequences are normally digitized at lower 

resolutions than still pictures. From such video a 

“freeze-frame” taken would be of lower than 

desirable quality as these video sequences are 

captured from cameras. Since it is one of the limiting 

parameters in digital camera design in face 

recognition, the resolution of images or video frames 

is a key factor. From the fact that in their most 

common form (i.e., the frontal view) faces appear to 

be roughly alike and the differences between them 

are quite subtle, the difficulty of this problem stems. 

Consequently, frontal face images form a very dense 

cluster in image space for traditional pattern 

recognition techniques. It seems virtually impossible 

to accurately discriminate among them with a high 

degree of success. For uncontrolled environments to 

build an automated real-time capable face recognition 

system (FRS) is the central goal.  

 

A.  Proposed Methodology  

The proposed algorithm to be designed in such a way 

that a predefined training set is created and the 

features extracted from the video are matched against 

the features from the training set. Input: The face 

image to be recognized and the video in which the 

face is to be recognized. Output: The Face Marked 

Frames in which the face is present.  

a. Face Detection: In this phase the facial part of the 

body is detected in the given video.  

b. Facial landmark localization: In this, the 

localization of the facial parts is done e.g. eye 

centers, mouth corners, ear tips, nose measurements 

etc. After the face region is detected, three facial 

landmarks are located: the mouth center and the two 

eyes.  

c. Normalization: The resolution, noise, lighting 

condition of the detected face are normalized so as to 

forward it for feature extraction.  

d. Face alignment: In this phase if required, the face 

is aligned in a proper or in a required angle.  

e. Feature extraction: Feature extraction in which 

pose, illumination and shape robustness is provided.  

f. Matching Phase: The features extracted in the face 

extraction phase are used for matching. Matching is 

done against the training data set. Once it is matched 

the training image, the result is provided.  

 

B. Possible Research Outcomes  

From the literature survey it is found that the low 

resolution and high dimensionality of video data 

degrade the performance of the system drastically. To 

address this issue a novel video based face 

recognition technique is proposed. To effectively 

solve the problem of large scale video face 

recognition, there is a need of comprehensive, 

compact, and yet flexible representation of a face 

subject. The outcomes of the research are:  

1) An automated video based face recognition system 

which is capable of recognizing face rapidly in real 

time.  

2) A system robust to pose, illumination and shape.  

3) A system capable of providing better accuracy and 

flexibility.  

 

C. Key Challenges in the proposed approach  

With camera sensors become pervasive in our 

society, video data has been one of the main sensory 

inputs in electronic systems. Meantime, huge 

amounts of video content have been generated. Face 

recognition in video, which has many applications 

such as biometric identification, video search and 

retrieval, visual surveillance, and human-computer 

interaction, has received much interest in the last 

decade. Although much progress has been made, the 

problem remains difficult for videos captured in 

unconstrained settings. Some major challenges that 

should be addressed in future research are considered 

here:  

The strong need for user friendly system that can 

secure our assets and protects our privacy without 

losing our identity. As in video surveillance system 

the object of interest may not be cooperative also the 

limitations such as light, noise, there are challenges 

detected in video surveillance.  

a. Low resolution. The images captured by the 

surveillance cameras are at very low resolution as 

compared with the consumer cameras. There are very 
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limited pixels in account for the face. So in 

unfavorable conditions the low resolution may 

become the biggest limitation of video surveillance 

system [4].  

b. Arbitrary poses. In video surveillance system the 

subject of interest may be in motion at times. So there 

may be different poses of different faces in different 

cameras [22].  

c. Lighting conditions which are continuously 

varying. As in the coverage area of surveillance 

cameras, the lighting is usually not uniform, the 

illumination on the subject’s face could vary 

significantly (i.e., from direct sunshine, the subjects 

walks into the shade.)  

d. Noise and blurriness. The noise may always 

corrupt the captured images and the blurriness is 

introduced by the motion of the subjects. Variations 

in resolution, lighting condition and poses are 

exhibited by the face images. In addition, noise, 

blurriness and occlusion are also observable.  

e. Low-quality Video Data: In many real-life 

applications, the video data is of low quality (e.g., 

limited imaging resolution or low frame rate), such as 

video footage from surveillance cameras and videos 

captured by consumers via mobile or wearable 

cameras.  

f. Computational Cost: Many applications of face 

recognition can be foreseen on platforms with limited 

computing power, for example, video retrieval in 

mobile devices, smart cameras for video surveillance, 

user interface of consumer electronics (e.g., toy 

robotics). The processing power on these devices is 

limited for traditional video processing tasks like face 

recognition [10]. Although advanced hardware 

design and algorithm optimization could be helpful to 

certain extent [23], most of existing video-based face 

recognition approaches require high computation, 

which prevents them for wide applications in low-

performance systems. Therefore, there is a great need 

to investigate low-cost algorithms for face 

recognition in video.  

g. Facial occlusions reduce the face recognition 

system performance drastically. Two types of 

occlusions are face in face recognition namely lower 

occlusion and upper occlusion which slightly degrade 

the performance of the face recognition system.  

h. Changes in the weather conditions as well as 

Turbulence in the atmosphere affect the system 

performance. If the weather is too cloudy or too 

sunny then the captured frames may not be very 

useful for recognition.  

 

V. CONCLUSION 

  

By using the video based face recognition system 

public safety can be achieved which can help to 

reduce the crime ratio. The system can also 

automatically detect and recognize faces from the 

surveillance video. The system can be used to 

achieve the cost effective video based face 

recognition. The system is invariant to pose, 

illumination, shape, resolution and plastic surgery 

invariance. 
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