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Abstract- To exploit the sentiment of texts for learning 

more powerful continuous word representations. It 

proposes to capture both context and sentiment level 

evidences. The nearest neighbor in the embedding space 

are not only semantically similar but also favor to have 

the same sentiment polarity, so that it is able to separate 

positive and negative of both the spectrum. It enables 

Content based filtering algorithm which encodes the 

sentiment of texts in continuous word representation. 

Customer opinions plays the major role in the E-

commerce applications such as Flipkart, eBay etc. Users 

find it as a difficult process by potential buyers to 

choose a product is worth or not via online. In the 

proposed system, the various emotion analysis 

techniques is used to provide a solution in two main 

aspects. Extract customer opinions on specific product 

or seller. Analyze the sentiments towards that specific 

product or seller. In this paper, we analyzed various 

belief mining techniques and sentiment analysis and 

then the performance be improved which produces best 

accuracy. 

 

Index Terms- Content Based, Sentiment analysis, 

Opinion mining Reviews, Comments. 

 

1 INTRODUCTION 

 

It is problematic for sentiment analysis because the 

words with similar contexts but opposite sentiment 

polarity, such as good and bad, are mapped to 

neighboring word vectors. We address this issue by 

encoding sentiment information of texts (e.g., 

sentences and words) together with contexts of words 

in sentiment embeddings. By combining context and 

sentiment level evidences, the nearest neighbors in 

sentiment embedding space are semantically similar 

and it favors words with the same sentiment polarity. 

In order to learn sentiment embeddings effectively, 

we develop a number of neural networks with 

tailoring loss functions, and collect massive texts 

automatically with sentiment signals like emoticons 

as the training data.  

 The Sentiment embeddings can be naturally used as 

word features for a variety of sentiment analysis tasks 

without feature engineering. We apply sentiment 

embeddings to word level sentiment analysis, 

sentence level sentiment classification and sentiment 

lexicons. 

The two terminologies sentiment analysis or opinion 

mining are more substitutable. Opinion Mining mine 

the textual data and evaluates public’s attitude around 

an object whereas sentiment analysis classifies the 

sentiment articulated in a script then examines it.  

Sentiment analysis can be measured via the 

taxonomy process. There are three main categories in 

sentiment analysis: document-level SA, sentence-

level SA, and aspect-level SA. 

 

Document-level SA: Its main objective is to 

categorize an attitude text as articulating a positive or 

negative attitude or sentiment. It deliberates the 

complete text a basic data unit. 

 

Sentence-level SA: its main objective is, to 

categorize sentiment articulated in individual 

sentence. The initial stage is to classify either the 

sentence is subjective nor objective. If the sentence is 

subjective, Sentence-level sentiment analysis will 

decide whether the sentence articulates a positive or 

negative feelings. 

 

Aspect-level SA: Its main objective is, to categorize 

the sentiment through feature to the exact features of 

objects. The primary stage is to classify the objects 

and their features. The opinion holders can give 

dissimilar opinions for dissimilar features of the same 

object like this sentence ”The camera of this phone is 

not good, but the voice clarity is excellent”. 

 

2. RELATED WORKS 
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2.1 Overall Sentiment Analysis  

Sentiments and opinions can be analyzed not only at 

different levels of granularity, but also for different 

types of data, e.g., user-generated review data and 

social media data. 

 

2.1.1 User-Generated Review Data 

By formulating overall sentiment analysis as a 

classification problem, built supervised models on 

standard n-gram text features to classify review 

documents into positive or negative sentiments. 

Moreover, to prevent a sentiment classifier from 

considering non-subjective sentences used a 

subjectivity detector to filter out non-subjective 

sentences of each review, and then applied the 

classifier to resulting subjectivity extracts for 

sentiment prediction. A similar two-stage method 

was also proposed for document-level sentiment 

analysis.  

A variety of features (indicators) have been evaluated 

for overall sentiment classification tasks employed a 

conditional random fields based model to incorporate 

contextual dependency and label redundancy 

constraint features for sentence-level sentiment 

classification , while Yang and Cardie  incorporated 

lexical and discourse constraints at intra-/inter-

sentence level via a similar model for the problem. 

Liu and Seneff exploited linguistic adverbial and 

negation features via a parse-and-paraphrase method 

to predict the sentiments of product reviews. 

Paltoglou and Thelwall studied information retrieval 

related features and weighting schemes for sentiment 

classification.  

A basic task in sentiment analysis is classifying the 

polarity of a given text at the document, sentence, or 

feature aspect level whether the expressed opinion in 

a document, a sentence or an entity feature aspect is 

positive, negative, or neutral. Advanced, "beyond 

polarity" sentiment classification looks, for instance, 

at emotional states such as "angry", "sad", and 

"happy". Precursors to sentimental analysis include 

the General Inquirer, which provided hints toward 

quantifying patterns in text and, separately, 

psychological research that examined a person's 

psychological state based on analysis of their verbal 

behavior. 

 

2.1.2  Social Media Data  

Sentiment analysis of social media data, such as 

tweets, blogs, and forums, has attracted extensive 

attention, which can be perhaps viewed as sentiment 

analysis at document or sentence level. To analyze 

overall sentiments of blog (and review) documents, 

Melville et al incorporated background/prior lexical 

knowledge based on a precompiled sentiment lexicon 

into a supervised pooling multinomial text 

classification model. Hu et al combined sentimental 

consistency and emotional contagion with supervised 

learning for sentiment classification in micro 

blogging.  

As a matter of fact, different from user-generated 

review data, which often come with labeled overall 

ratings (e.g., one-to-five star ratings), social media 

domain has been suffering from the scarcity of high-

quality labeled data. Paltoglou and Thelwall proposed 

an unsupervised lexicon-based approach for 

sentiment classification on Twitter, MySpace, and 

Digg. Tan et al leveraged social relationship data in 

addition to limited labeled data, and developed a 

semi-supervised method to predict the sentiments 

expressed in text tweets. 

 

 Liu et al extracted two sets of text and non-text 

features on Twitter networks, and used a two-view 

co-training method for semi-supervised learning to 

classify sentiment softweet data. In addition, 

sentiments and opinions can be also analyzed at word 

or phrase level, where the objective is to predict the 

sentiment polarities of opinion words or phrases . 

 

2.2 Aspect-Based Sentiment Analysis Recently, there 

has been a growing interest in aspect-based sentiment 

analysis. It has been previously known as feature 

specific sentiment analysis, where the feature is 

different from the aspect, and generally corresponds 

to a particular aspect term that Is  explicitly comment 

domain text document. 

 

2.2.1 Structural Tagging Methods By formulating 

feature-specific sentiment analysis as a structural 

labeling problem, Jin et al developed a lexicalized 

hidden Markov models based method to integrate 

linguistic factors (e.g., POS-tags) and contextual 

clues of words into the sequential learning process 

for recognizing features (aspect terms), opinion 

words, and opinion orientations from reviews. 

Similarly, Li et al relied on a sequential tagging 
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model based on conditional random fields (CRFs) to 

deal with the fine-grained review analysis and 

summarization. Jakob and Gurevych also used the 

CRFs model for single-domain and cross-domain 

feature extraction problem.  

 

2.2.2 Linguistic Methods Unsupervised linguistic 

methods rely on developing syntactic rules or 

dependency patterns to cope with finegrained 

sentiment analysis problem. Qiu et al.  proposed a 

syntactic parsing based double propagation method 

for feature specific sentiment analysis. Based on 

dependency grammar, they first defined eight 

syntactic rules, and employed the rules to recognize 

pair-wise word dependency for each review sentence. 

Then, given opinion word seeds, they iteratively 

extracted more opinion words and the related 

features, by relying on the identified syntactic 

dependency relations.  

They inferred the sentiment polarities on the features 

via a heuristic contextual evidence based method 

during the iterative extraction process. Wu et al 

presented a phrase dependency parsing method to 

recognize features, opinion expressions, as well as 

the dependency relations between them. Linguistic 

approaches are domain-independent, in the sense that 

the syntactic rules or dependency patterns developed 

in a domain can be readily applied to a different 

domain. However, the approaches tend to suffer 

from: 1) the limited coverage of the manually defined 

syntactic rules, and 2) the colloquial nature of real-

life reviews, which typically contain informal content 

or grammatically incorrect sentences. 

 

2.2.3 Corpus Statistics Methods  

Corpus statistics methods rely on mining frequent 

statistical patterns to address sentiment analysis 

problems. The meth- ods are somewhat resistant to 

informal language of online text documents, provided 

that the given text corpus is suit- ably large. Hu and 

Liu proposed an association rule mining approach 

(ARM) to discover the frequently mentioned nouns 

or noun phrases in product reviews as potential 

features.  

However, all the aforementioned methods do not 

group extracted synonymous or semantically related 

keywords (e.g., features) into concise high-level 

semantic aspect clusters or aspects. There is perhaps 

redundancy in the sentiment and opinion 

summarization results, as it is common that different 

people often use a variety of words to express the 

same aspect. For example, all the specific features, 

“screen”, “LCD”, and “display”, which are explicitly 

mentioned in reviews, refer to the same aspect 

“screen” in cell- phone review domain. A separate 

step of categorization or clustering may be applied, 

but it will result in additional accumulation of errors. 

 

Opinion/Sentiment components: 

There are three main components in the 

opinion/sentiment. 

Opinion holder: Person who gives a comment. 

Ex. The camera quality of this phone is excellent. 

Opinion object: Object on which comment expressed. 

Ex. The opinion object is ”the camera quality of this 

phone is excellent”. 

Opinion orientation: Find the comment either 

positive or negative or neutral 

Ex. The camera quality of this phone is excellent. 

Opinion/Sentiment Types: 

There are two main types: 

Regular type: A regular opinion is often referred 

simply as an opinion in the literature and it has two 

subtypes. 

Direct Opinion: A direct opinion denotes to an 

attitude articulated straight on an object or an object 

aspect. For example,” The battery life of this mobile 

phone is good” 

Comparative type: A comparative opinion states a 

relation of similarities or differences between two or 

more entities. For example, the sentences, ”Boost 

tastes better than Horlicks” and ”Boost tastes the 

best” express two comparative opinions. 

 

3. SYSTEM ARCHITECTURE 

 

 
Fig 1. Sentiment Analysis process on product reviews   
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4. SYSTEM MODULES & METHODOLOGY 

 

The system modules of the proposed system in 

categorizing the communication of the following 

modules. 

A basic task in sentiment analysis is classifying the 

polarity of a given text at the document, sentence, or 

feature aspect level whether the expressed opinion in 

a document, a sentence or an entity feature aspect is 

positive, negative, or neutral. Advanced, "beyond 

polarity" sentiment classification looks, for instance, 

at emotional states such as "angry", "sad", and 

"happy". Precursors to sentimental analysis include 

the General Inquirer, which provided hints toward 

quantifying patterns in text and, separately, 

psychological research that examined a person's 

psychological state based on analysis of their verbal 

behavior. 

 
Fig 2. Sentiment or opinion classification techniques 

The framework demonstrated here demands a 

corporate desegregation of different types of product 

reviews from the customers on the online portal. 

Process of Identifying the Values from the different 

set of parameters in the system. Choosing the 

respective Algorithm in differentiating from the 

reviews provided in the system. Classifying the 

Sentiments which are of the positive, Negative and 

neutral systems.  

5. DISCUSSIONS 

 

Sentiment model to analyze overall and aspect-level 

sentiments for online user- generated review data, 

which often come with labeled overall rating 

information. Note that this work does not aim to deal 

with the problem of sentiment analysis on social 

media data, e.g., tweets or blogs, where the overall 

ratings or sentimental labels usually are not available. 

Then, if we try to apply the proposed model SJASM 

to social media data for sentiment analysis, one 

choice could be to manually annotate the overall 

ratings or sentimental labels for social media text 

data.  

User-generated review data are different from usual 

textual articles. When people read reviews, they 

typically concern themselves with what aspects of an 

opinionated entity are mentioned in the reviews, and 

which sentiment orientations are expressed towards 

the aspects. Thus, instead of using traditional bag-of-

words representation, we reduce each text review as a 

bag of opinion pairs, where each opinion pair 

contains an aspect term and related opinion word 

appearing in the review.  

Specifically, we parsed all the text reviews in each 

data set using the well-known Stanford Parser, and 

then straightforwardly relied on the syntactic 

dependency patterns to recognize the opinion pairs 

from the review texts. As a separate preprocessing 

step, several other methods, which were specially 

developed for extracting aspect terms and 

corresponding opinion words from reviews can be 

perhaps used for generating the bag-of-opinion-pairs 

representation. It’s true that better opinion pair 

extraction results would be beneficial for the 

proposed model SJASM to achieve improved 

performance for sentiment analysis tasks.  

The proposed SJASM model belongs to the family of 

generative probabilistic topic modeling approaches to 

sentiment analysis. SJASM is able to model the 

hidden thematic structure of text review data. Thus, 

similar to other unsu pervised or weakly supervised 

joint topic-sentiment (sentiment topic) models, it can 

rely on per document specific sentiment distribution 

to approximate the overall ratings or sentiments of 

text reviews.  

However, according to the experimental results, the 

performance is not as good as that achieved by 

leveraging new supervised normal linear model. 
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Under the supervised unified framework of SJASM, 

we can infer hidden semantic aspects and sentiments 

that are predictive of overall ratings of text reviews. 

Then, to form the prediction for overall sentiments of 

reviews, we directly regress the sentiment response 

on the inferred latent aspects and sentiments in the 

reviews. It is the specialized design of SJASM that 

makes big difference. 

The baseline Pooling relies on incorporating 

sentimental background knowledge into its 

supervised learning frame- work, and performs a 

little better than the SVM sentiment classifier, which 

was built using standard text unigram fea tures. But 

both of them perform worse compared to the 

supervised topic modeling methods. One illustration 

may be that supervised topic models benefit from 

supervised dimensionality reduction, while both 

Pooling and SVM do not model meaningful topical 

structure of review data, and thus cannot gain from 

this. Though sLDA performs better than other 

baselines for overall sentiment prediction, it loses out 

to the proposed SJASM model. The superiority of 

SJASM over sLDA can be attributed to new 

specialized design for sentiment analysis. 

Many other subsequent efforts were less 

sophisticated, using a mere polar view of sentiment, 

from positive to negative, such as work by Turney, 

and Pang who applied different methods for detecting 

the polarity of product reviews and movie reviews 

respectively.  

This work is at the document level. One can also 

classify a document's polarity on a multi-way scale, 

which was attempted by Pang and Snyder among 

others: Pang and Lee expanded the basic task of 

classifying a movie review as either positive or 

negative to predict star ratings on either a 3- or a 4-

star scale, while Snyder performed an in-depth 

analysis of restaurant reviews, predicting ratings for 

various aspects of the given restaurant, such as the 

food and atmosphere (on a five-star scale). 

By capturing both context and sentiment level 

evidences, the nearest neighbors in the embedding 

space are not only semantically similar but also favor 

to have the same sentiment polarity, so that it is able 

to separate good and bad to opposite ends of the 

spectrum. 

Existing embedding learning approaches are mostly 

on the basis of distributional hypothesis, which states 

that the representations of words are reflected by 

their contexts. As a result, words with similar 

grammatical usages and semantic meanings, such as 

“hotel” and “motel”, are mapped into neighboring 

vectors in the embedding space. Since word 

embeddings capture semantic similarities between 

words, they have been leveraged as inputs or extra 

word features for a variety of natural language 

processing task. 

Mnih and Hinton introduce a log-bilinear language 

model. Collobert and Weston train word embeddings 

with a ranking-type hinge loss function by replacing 

the middle word within a window with a randomly 

selected one. Mikolov et al. introduce continuous 

bag-of-words (CBOW) and continuous skip-gram, 

and release the popular word2vec3 toolkit. CBOW 

model predicts the current word based on the 

embeddings of its context words, and Skip-gram 

model predicts surrounding words given the 

embeddings of current word. 

Mnih and Kavukcuoglu accelerate the embedding 

learning procedure with noise contrastive estimation. 

Verifying the effectiveness of sentiment embeddings 

by applying them to three sentiment analysis tasks. 

Empirical experimental results show that sentiment 

embeddings outperform context-based embeddings 

on several benchmark datasets of these tasks. 

 

6. CONCLUSIONS AND FUTURE WORK 

 

 Opinion mining or sentiment analysis is an important 

role of data mining applications to mine the pearl 

knowledge from large volume of customer feedback, 

comments or reviews of any item, product or topic. A 

lot of work has been discussed and conducted to 

extract sentiments such as document, sentence, and 

aspect feature level opinion analysis. The data 

sources from social websites, micro- blogs, news 

articles and forums are mostly used in opinion 

analysis now a days. These data sources are used in 

expressing people’s feelings or feedback about 

specific item or topic. This paper offered many 

sentiment or opinion mining techniques, levels and 

their types and finally these are applied by the 

authors and the accuracy produced. 

By using LDA, topic modelling, extrinsic and 

intrinsic feature selection algorithms, we can 

compute more accuracy than previous one. 
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