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Abstract- In this new aeon, where enormous information 

is available on the internet, the best significance is to 

provide improved mechanism to extract information in 

a short period of time and efficiently. It is inconvenient 

for human beings to manually extract summary of large 

documents of text. There are ample text materials 

available on the internet, so it is not easy to find 

relevant documents from a number of documents which 

are currently available .In order to solve this problem 

Automated Text Summarization comes into picture. 

Text Summarization is a process of pinpointing the 

most important meaningful information in a document 

or a set of documents compressing them in to a shorter 

version conserving its overall meanings. In this paper 

the author has given a brief view of how a user will be 

using a web application to summarize Marathi articles 

or documents. Such summary is generated using 

probabilistic model for multi-source Marathi text 

summarization. Here, precision, recall, compression 

ratio as well as retention ratio are the parameters which 

are used for evaluation purpose .Implemented system 

successfully generates relevant summary of Marathi 

articles. 

 

Index Terms- Extractive text summarization, Text 

mining, Stop word removal, Bag of words. 

 

I. INTRODUCTION 

 

Text summarization is the process of automatically 

creating a flatten version of a given text which 

provides valuable and useful information for the user. 

This paper is focused on summarization of multiple 

Marathi documents .Our approach mainly focuses on 

extracting information from various newspapers 

which is a tedious task for each individual. As a part 

of a regional language, there are multiple popular 

Marathi e-newspapers which are made available on 

the internet on a free basis. Some of them are Sakal, 

Lokmat, Maharashtra Times etc. Talking about the 

summarization, it can be bifurcated into two types 

such as abstractive and extractive .This paper deals 

with Extractive Text Summarization which makes 

use of Machine learning based algorithms, Natural 

language processing (NLP), Java machine learning 

libraries. Extractive summarization has a property 

stating that all the important sentences are identified 

and only those sentences are included in a summary 

and this desired summaries length can be obtained 

with the help of compression ratio. With the help of 

NLP multiple documents are merged together, data 

cleaning of a particular dataset is carried out, feature 

selection is performed and a text model is generated. 

In broad terms we can say that text summarization is 

a process of compressing a text document in order to 

create a summary by jotting down the major points of 

a document. Automated text summarization not only 

saves time but also helps in reducing the document 

content. Text summarization tool is currently 

available for English language. This paper clearly 

highlights a presence of Marathi regional language 

which is carried out with the help of algorithms. 

 
This paper is organized as follows : Section 2 

explains the algorithms, Section 3 explains the 

Architecture, Section 4 states the algorithms used, 

Section 5 shows implementation and evaluation 

parameters, Section 6 shows the result, Section 7 

concludes this paper. 

 

II. LITERATURE SURVEY 

 

In this section we are discussing various approaches 

for Stop word removal, extractive summarization and 

algorithms as well. 
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In [1], the author Irena Spasic has proposed a 

technology related to multi-word term recognition in 

which a flexiterm is extended to recognize acronyms 

which can be consolidated into term merging process. 

Not only the author has stated about the acronym 

recognition but has also discussed about its 

integration with other types of term variation. Flexi 

term also implements unsupervised approach of 

extracting multiple word terms which is carried out 

with the help of lexico-filtering. 

In [2], the author Yogeshwari V. Rathod has 

explained about the text -rank graph based ranking 

model which is used for graph extraction from 

natural language texts .Page rank algorithm is also 

having a leading role in this paper which consist of 

key phrase extraction. These consist of various 

modules related to pre-processing as well as 

stemming which are resulting in stop word removal 

and tokenization methods. 

In [3], authors Sandeep Sripada, Venu Gopal Kasturi, 

Gautam Kumar Parai discussed about multi-

document approach towards summarization focusing 

on a extractive type including a novel graph based 

formulation . K-means clustering algorithm is used in 

clustering together similar sentences from multiple 

documents. Stack decoder algorithm is also used by 

the authors in order to generate summaries close to 

global optimal as this algorithm is able to test 

multiple summary lengths. 

In [4], authors Shubham Bhosale, Diksha Joshi, 

Vrushali Bhise, Rushali A.Deshmukh discuss about 

the keyword extraction algorithm which works 

efficiently and automatically in extracting keywords 

in e-newspaper articles. A word extraction module is 

used by the user in providing the text .This statistical 

approach is used due to its better performance and 

less complexity.  

 

III. PROPOSED ARCHITECTURE 

 

System Architecture  

 

TRAINING ARCHITECTURE  

  
 

IV. ALGORITHM 

 

In this section we describe two algorithms which are 

based on extractive text summarization. 

 

Probabilistic Algorithm  

The main focus in probabilistic algorithm is towards 

the probability of words that are used. This algorithm 

has a speciality by which multiple documents can be 

linked or merged together. Summarization helps in 

avoiding repetitions. Size of the summary is dynamic 

and can be automatically learned by the engine i.e the 

algorithm learns the size of the summary with the 

help of training, E.g: 100 sentences in 10 words 

cannot be possible .Result is totally dependent on 

chance. Another name for probabilistic is randomized 

algorithm. 

One of the best example for probabilistic algorithm is 

the Markov Chain model which is used in selecting 

the sentences from a particular piece of article as well 

as it also helps in finding most probabilistic words in 

a particular sentence. Markov Chain can explain most 

complicated real time processes and it is said to be 

memory less. 

Probabilistic algorithm includes a model named as 

Bag of Words Model (BOW) .BOW is a word parser 

which helps in parsing each and every sentence. 

This model is simple in terms of its flexibility as well 

as implementation .This model states all the words 

which are known in a particular document. It has 

nothing to do where the word is located in a 

document. 

Main attraction of BOW: 

 Data collection 

 Vocabulary 

 Vector values 

 Frequency & count 
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TF-IDF:- 

[Term frequency & Inverse Document frequency] 

It is a vector based model. This TF-IDF is a product 

of 2 weights, one is the term frequency and the 

inverse document frequency. 

TF-IDF is used in multi-document as it is good in 

removing words which are not of much importance. 

Term frequency  

∑ 

 

   

  
  

 

Where, 

Term frequency is a weight representing of how often 

a word occurs in a document   

 

Document frequency  

∑ 

 

   

 
  
 

 

Where,   

Inverse document frequency is another weight 

representation of how common is a word across a 

document 

 

Probability Calculation: 

Probability of word (Wn) 

∑  

 

   

  
 

 

2.2 Stemmers for Marathi  

Stemmers are a fundamental part of natural language 

processing as well as information retrieval 

applications. Stemmers are basically used for 

regional languages .In this paper our approach is 

towards summarization of Marathi regional language, 

so we have used stemmers for marathi. In case of 

Marathi, lamitization is absent .This algorithm is 

mainly used in removing suffixes by using a list of 

frequent suffixes.  

There are some modules which are based on 

Stemmers: 

1. Pre-processing Modules 

2. Stemming Modules 

In Marathi language, a single root word such as 

         can have assorted relations like           , 
          ,             ,             , 
          ,            
 

IMPLEMENTATION 
While training the input data datasets of news from 

various news sources is taken along with their ideal 

summary. 

Likewise, testing of input training model with 

probabilities of sentences and words is performed.  

Training Phase: 

1. Read and parse the input. 

2. Separate heading, Place, Source, Contents and 

Summary. 

3. Process contents and calculate words, sentence 

frequency. 

4. Map sentences from summary and contents to 

form probabilities. 

5. Store the generated model.  

Similarly testing of input data is carried out by taking 

datasets of news from various news sources. 

The testing output shows the actual output in the 

form of a summary for the given set of input news 

data. 

 

Testing Phase: 

1. Read and parse the input. 

2. Separate heading, Place, Source, Contents and 

Summary. 

3. Process contents and calculate words , sentence 

frequency. 

4. Apply the trained model for generating the 

summary based on probabilities. 

5. Store summary. 

 

EVALUATION PARAMETERS: 

1. Precision(P) : This is one of the main evaluation 

parameters .Precision(P) is the number of sentences 

that occur in both system as well as in ideal 

summaries which is divided by the number of 

sentences in the system summary . 

2. Recall(R): It measures the number of sentences 

that occur in both the system as well as in ideal 

summaries which is divided by the number of 

sentences present in the ideal summary. 

3. F-Score (F): It combines both Precision (P) as well 

as Recall(R) 

Formula for the same is listed below: 

F=2·P·R / P+R 

Precision (P) = 8/10 = 80% 

Recall(R) = 8/10 = 80% 

 

VI. RESULT 
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Ideal Input: 

 
Ideal Output: 

 
Input: 

 
Output: 

 
VII. CONCLUSION 

 

In this paper Text summarization system using 

Marathi news articles is discussed and implemented. 

System uses extractive machine learning algorithm 

involving probabilistic approach. Summarization of 

multiple marathi documents together in a single 

summary can be useful for various marathi readers 

across the globe. Generated summary is seen to have 

extracted relevant and important contents as desired. 

Currently, system is implemented as a web service. 

In future, it can be further extended to various 

regional languages like Hindi. Also, it can be pushed 

on various platforms like mobile apps or cloud for 

greater reach. 
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