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Abstract- Intrusions on systems are attempts to gain 

access to unauthorized data with malicious intent. 

Intrusion Detection Systems (IDS) is a system that can 

detect and report such attacks. Intruders always try to 

evade IDS taking advantage of its impotence to detect 

novel attacks, combined attacks or collaborative 

attacks. Combined attacks are attacks on a system 

consisting of two or more attacks done iteratively in a 

loop that hide the signature of a single attack. 

Collaborative attacks are more sophisticated, intelligent 

and powerful attacks that possess the ability to merge 

different attacks in a single packet. These attacks can 

depict the behaviour of various attacks but a signature 

of none. Detection of such attacks is only possible with a 

novel IDS dataset. KDD-99 is the most common IDS 

dataset; we use the attacks and features available in this 

dataset to make our collaborative IDS dataset. We also 

present a host-based machine learning IDS for detecting 

the same. 

 

Index terms- KDD99, Collaborative, Novel dataset, 

Intrusion Detection System. 

 

I.INTRODUCTION 

 

Internet usage has seen exponential growth in the 

recent decade. This rapid development in technology 

has made protecting data even tougher. Organizations 

have seen an increase in data breaches that occur with 

more intelligent approaches than ever that takes 

advantage of old hardware and firmware. 

Intrusions mostly occur with malicious intent, often 

in conquests of trial and errors with firewalls, IDS 

and other cybersecurity systems. Two most common 

IDS classes are NIDS and HIDS; which mostly use 

signature-based pattern analysis to detect the type of 

attacks. More complex IDS use techniques like 

multistage pattern analysis, collaborative filtering, 

hybrid deployment and machine learning. Thus, with 

evolution Intrusion Detection, attackers have also 

evolved new lethal tools and mechanisms that allow 

them to remain anonymous and cause damage.  

This paper discusses the need for a novel dataset over 

the KDD99CUP for the detection of advanced 

attacks. Our work involves designing a dataset, its 

detailed analysis and an efficient IDS. 

This paper is composed of 5 sections. Section 1 

provides the introduction; Section 2 discusses past 

work; Section 3 elaborates our work; Section 4 

reports our experimentation and result; Section 5 

concludes our work and insights future possibilities. 

 

II. LITERATURE SURVEY 

 

IDS datasets are scarce because every dataset cannot 

mimic real-world malicious traffic. The most 

commonly available dataset is KDD99 CUP [1] 

dataset which is a subset of DARPA98 dataset of 

MIT. In detailed analysis [14] [16], there are 41 

features in KDD99 dataset; including a label to 

determine a packet as Normal or Anomaly. This 

dataset has around 4.9 million tuples. The training 

data contains a total of 22 attack types and an 

additional 15 attack types in the test data only. The 

attacks fall under in one of four categories Probing, 

DoS (Denial of Service), U2R (User-to-Root), R2L 

(Remote-to-Local). 

KDD99 is one of the most widely available datasets 

for intrusion detection; still, it faces some major 

criticism [2] [3] as follows: 

1 It does not simulate real-world traffic. 

2 The dataset is around 20 years old. Modern 

attacks cannot be detected using this dataset. 

3 There is too much duplicate data. 
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4 Data available for U2R and R2L is very less that 

makes it almost impossible to detect these 

attacks. 

5 Formal attack descriptions are unavailable; 

leading to an ambiguous state of assumption. 

6 Some attack categories are necessarily not 

attacks. Example Probing is not an attack until 

done without authorization or malicious 

intention. Some attacks are tools such as 

SATAN, SAINT and NMAP. It is almost 

impossible to determine the exact use of that tool 

to produce a similar packet as in dataset. 

7 There are 15 new attacks in testing data that are 

entirely independent of training data. 

There are various improved versions of KDD99 

dataset such as NSL-KDD [11], GureKDD [13], and 

10percentKDD. KDD Extractor [12] is an open-

source project that converts PCAP files to CSV and 

feature selection to reduce KDD99 features to 29. 

Reduction of features has proved to increase the 

accuracy of detection [17]. 

Many research attempts to increase the accuracy 

using different techniques are J48 [4], Naive Bayes 

[5], NBTree [6], Random Forest [7], Random Tree 

[8], Multilayer Perceptron [9], Support Vector 

Machine (SVM) [10], and Chi2 [18]. 

 

III. PROPOSED WORK 

 

A. TECHNOLOGIES USED: 

1 Scapy: It is a packet manipulation tool for 

computer networks, basically written in Python 

It can forge or decode packets, send them on the 

wire, capture them, and match requests and 

replies. We use Scapy to generate attacks in our 

network and accordingly train our model. 

2 Wireshark: It is a network protocol analyzer that 

can read/write many different capture file 

formats. We use Wireshark for live capture of 

incoming data packets and to perform analysis 

on the same. 

3 kdd99_feature_extractor: It is a utility for 

extraction of a subset of KDD '99 features [1] 

from real-time traffic or as in our case, a .pcap 

file. It is compatible with Windows and Linux 

platforms. It is licensed under the MIT license 

and is available as a repository on GitHub. 

 

B. DATASET: 

Our training dataset derives its features from the 

KDD '99 dataset [1]. The dataset has a total of 16634 

tuples and after feature selection, it has a total of 20 

features. 

 

These attacks have been classified into: 

1. Single Attacks:  

a. LAND (Local Area Network Denial): LAND is a 

DOS type of attack. A large number of spoofed 

TCP packets are flooded on to the target system. 

In LAND, the destination IP address, the source 

IP address, source port and destination port are 

the same as the target machine's IP address. 

Thus, the target machine will keep sending itself 

the SYN packet replies using the same port 

number and fill up its buffer 

b. Smurf: Smurf attack is a form of a Denial of 

Service (DoS) attack. Smurf involves flooding a 

large number of ICMP packets to the target using 

an IP address. Smurf can exhaust system 

resources by continuously sending Echo reply to 

every Echo request. 

c. Ping of Death (POD): POD is a DOS attack that 

involves flooding an ICMP packet greater than 

65535 bytes. POD exhausts system resources 

drastically because a constant effort of 

fragmenting and integration is required.  It 

generally affects older Systems. 

d. Neptune: Neptune is also known as SYN 

flooding floods the target with half-open 

connections, i.e. TCP SYN packets that request 

to open a connection but never complete it. 

 

Features 

protocol_type, service, flag, src_bytes, dst_bytes, 

land, urgent, count, srv_count, serror_rate, 

srv_serror_rate, same_srv_rate, diff_srv_rate, 

srv_diff_host_rate, dst_host_count, 

dst_host_srv_count, dst_host_same_srv_rate, 

dst_host_diff_srv_rate, 

dst_host_same_src_port_rate, 

dst_host_srv_diff_host_rate, dst_host_serror_rate, 

dst_host_srv_serror_rate. 

Attack Type Attack 

Single Attack Back, Land, Neptune, Pod, Smurf 

Collaborative 

Attack 

Back -Neptune, 

 Back- Pod,  

Back-Smurf 
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2. Collaborative Attacks: We define, collaborative 

attacks as a merger for two or more attacks in a 

single network packet.   

a. Back-Smurf: In the Back attack, the attacker 

modifies the source IP of the packets so the IDS 

will not be able to determine the real source of 

an attack and it would fail to stop these incoming 

attack packets. Combining Back and Smurf 

results in a DoS attack with a randomized source 

IP address. 

b. Back-POD: Combining Back and POD results in 

the attacker sending large data packets without 

the IDS knowing the real source because of 

source IP modification done on the attacker's 

part. 

c. Back-Neptune: Spoofed TCP SYN packets flood 

the target system. It increases the lethality of 

normal Neptune attack. 

 

C. ARCHITECTURE: 

Our proposed IDS (Intrusion Detection System) uses 

Machine Learning models for the detection of 

malicious network packets.  This IDS uses data that 

includes Collaborative attacks.  A data collecting 

agent is used to capture the incoming network traffic 

here Wireshark. The captured traffic needs 

preprocessing and, hence it is passed to the next 

stage. Labels are assigned that do not include the 

target label. This data is testing data that is further 

classified using the machine learning model. If any 

malicious packets are detected, they are relayed to the 

system to generate alerts accordingly 

The overall working of our system is as shown in Fig. 

1. 

 
 

D. METHODOLOGY 

1 Attack Generation: Scapy is used to generate attack 

data. Scapy is a python library and a network 

manipulation tool that allows creating a packet 

from scratch and send it to the victim.  

2 Dataset Generation: This stage involves capturing 

data packets and obtaining the raw data. 

Preprocessing removes unwanted and noisy data. 

Extraction helps in getting features. First, the data 

packets are captured using a software program 

called Wireshark which generates a file in the .pcap 

format. This file is then provided to the 

kdd_feature_extractor [12] which generates a file 

in the .csv format. We then perform feature 

selection using the Chi-Squared test on this data 

and label the malicious packets to obtain 

information from it. 

3 Attack detection: Attack detection uses a machine 

learning model to train on the dataset. The dataset 

can classify Normal and malicious traffic. 

 
Fig. 2. Depicts how we generate our datasets. 

 

IV. RESULTS 

 

The proposed work uses Random Forest Classifier 

for detection of the malicious packets. The training 

model achieved an accuracy of 99.847% in detecting 

the malicious packets.   

  

V. CONCLUSION 

 

This work successfully generates collaborative 

attacks. It creates a unique dataset by using the 

extractor to convert PCAP files to CSV files. It also 

defines a model which involves preprocessing of the 
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input data by eliminating inconsequential tuples, 

feature selection using Chi2 distribution and 

classification of the packets using Random Forest 

Classifier. The proposed IDS successfully detect 

individual attacks, combined attacks and 

collaborative attacks. 

 

VI. FUTURE WORK 

 

The proposed system can detect other attack and 

attack types such as Probe, R2L, and U2R. Real-time 

attack detection can be possible using advanced 

services such as the cloud. Network deployment is 

possible so that host can receive only harmless 

traffic. 
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