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Abstract-  Image forgery implies altering the digital 

image to some meaningful or valuable data. Image 

forensics is a well developed field that analyzes the 

images of specific conditions to build up trust and 

genuineness. Although image editing techniques can 

provide significant appreciation of the image or 

entertainment value, they may also be used with 

malicious intent. An emerging image editing technique 

is colorization, in which gray scale images are colorized 

with realistic colors. But this technique may also be 

intentionally applied to certain images to confound 

object recognition algorithms. In this work, it is 

observed that, colorized images, usually change the 

images using a variety of mechanisms. The digital 

image developed from the  colorization Method  possess 

statistical differences in their RGB channels, hue and 

saturation channels and also need to observe statistical 

inconsistencies in the dark and bright channels, 

because the colorization process will mainly  affect the 

dark and bright channel values. Based on the 

experiments in the hue, saturation, dark and bright 

channels, two simple yet effective detection method 

Histogram based and Feature Encoding based Fake 

Colorized Image Detection along with the dense 

convolution network are proposed for  detecting the 

fake colorized images 

Index Terms- image forgery, image detection, 

histogram, feature encoding, neural network. 

I.   INTRODUCTION 

Image forensics is a well developed field 

that observes the images of specific conditions to 

build up trust and honesty. Numerous image 

forensic technologies have been developed in the 

previous years. Image Forgery techniques 

classified into two classes, active and passive 

techniques. The active techniques usually called the  

hiding techniques.When the integrities of these 

images demand verification, watermark extraction 

procedures The original images are compared to 

the watermark images  to detect forgeries. Since the 

active techniques require the watermark to be 

embedded prior to detection are limited in their 

applications.  

 

Our proposed methods belong Passive 

image forgery detection approaches, to which, 

usually detect the manipulations to the input 

images directly. If these images are examined by 

humans, the cost increases peakly as the number of 

to-be-examined images increases. Obviously, 

detection based on  human eyes is insufficient for 

the big data evolution On the other hand, 

conventional image forgery detection techniques 

are developed with different assumptions that may 

not be appropriate for generative fake colorized 

image detection. Therefore a detailed study of the 

fake colorized images is to be done. Among all the 

traditional techniques the colorization produces 

better performances and they difficult to identify 

the forgery by human eyes. 

II. BACKGROUND 

Forgery detection has been investigated 

for a period of ten years. In general, forgery 

detection possess different characteristics of images 

and attempts to get traces to analyze. As the 

observation shows, most of the traditional forgery 

detection techniques mainly classified into three 

types, copy-move , photomontage and image 

retouching detection.  

Copy-move detection relies on identifying 

duplicated regions in a tampered image. Intuitively, 

these techniques develop  to get an appropriate 

feature in a certain domain, such that the detection 

can be performed via searching the most similar 

two units (such as patches). Different methods 

usually exploit different features. [1] explores 

features in the frequency domain by dividing the 

image into overlapping blocks and detects the 

copy-move forgery via matching the quantized 

discrete cosine transform (DCT) coefficients. [2] 

performs a rotation invariant detection based on the 

Fourier-Mellin transform. [3]localizes the 

duplicated regions based on the Zernike moments, 

which exhibit the rotation invariance property, of 

small image blocks. [3] reports decent results 

especially when the duplicated regions are smooth. 

[4] implements  the famous SIFT feature [5] to 

detect multiple duplicated regions and observes  the 

geometric transformation performed by the copy-

move operation.  
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The major techniques used for image 

forgery is the copy move attack. Photomontage 

detection mainly detects the changed or affected 

regions which generate from different original 

images. By summarizing each techniques it has 

been known that there are more techniques to 

detect the traditional forgery techniques , and it has 

been decided to propose the technique to detect the 

image forgery based on the colorization. 

III. METHODOLOGY 

The rapid development in colorization 

techniques has formed colorized images to be 

visually not distinguishable from natural images. 

To identify the fake colorized images from the 

natural images, the detailed study  of  the statistics 

of the fake colorized images, which are generated 

by traditional methods has tto be performed and  

two effective   detection schemes has been 

proposed, FCID-HIST and FCID-FE.  

The Hue-Saturation Value (HSV) color 

space  represents the chrominance information in 

the hue and saturation channel separately,  hence 

we calculate the normalized histograms (each 

containing 250 bins) of the  red green blue ,hue and 

saturation channel in  both natural images and  fake 

colorized images. 

After comparing to the statistical 

differences of the color channels there are also 

some differences in their image priors because they 

exploit their differences in the images. In this dark 

channel priors and the bright channel priors are 

taken as the channel priors feature. In the dark 

channel prior, the dark channel of a natural image 

is minimum i.e( is close to zero), and in the bright 

channel prior, the bright channel of a natural image 

is maximum i.e.( is close to 255). The dark channel 

Idc and bright channel Ibc of an image I are defined 

as shown below.   

 

       𝐼𝑑𝑐 = min
𝑦𝜖𝛺(𝑥)

( min
𝑐𝑝𝜖(𝑟,𝑔,𝑏)

(𝐼𝑐𝑝(𝑦)))            (1) 

      𝐼𝑏𝑐 = max
𝑦𝜖𝛺(𝑥)

( max
𝑐𝑝𝜖(𝑟,𝑔,𝑏)

(𝐼𝑐𝑝(𝑦)))             (2) 

where x denotes the pixel location, Icp stands for  a 

color channel of I and Ω(x) shows the local patch 

centered at the location x. 

A. FCID-HIST 

By  observing the statistical differences 

the effective technique to detect the fake  colorized 

images i.e. histogram based fake colorized image 

detection has been proposed. 

In FCID-HIST four features are used to 

detect the forgeries they are the red feature Fr , 

green feature Fg , blue feature Fb hue feature Fh, the 

saturation feature Fs, feature of dark channel  Fdc 

and the bright channel feature Fbc. 

After calculating the index value the first 

order derivative i.e the first order hue features can 

be extracted. 

        Fh
α(1) = Disth

α(vh)                          (3) 

 The Distributions may vary according to 

their bins  the second order derivative of the  hue 

feature can be found by the  DistDα h(l) = Distα h(l + 

1)− Distα h(l) to know the variation in the 

distribution of the histogram 

                         𝐹ℎ
𝛼 = ∑ |𝐷𝑖𝑠𝑡𝐷ℎ

𝛼𝑘ℎ−1
𝑙=1

(𝑙)|              (4) 

The hue feature formed by combination of 

the first order and the second order derivative of 

the hue  channel. 

         Fα h = [Fα h (1) Fα h (2)]                  (5) 

. When all the features are calculated the 

final detected histogram feature FHIST
α for the  

training images can be formed as  

  Fα HIST = [Fα r Fα g Fα b Fα h Fα 
s Fα dc Fα bc]          (6) 

After calculating the detected feature, 

FCID-HIST gives the input to the FCID-FE to get 

more better performance. 

B.  FCID-FE 

 A new technique has been proposed 

Feature Encoding based Fake Colorized Image 

Detection (FCID-FE), to better  utilization of the 

statistical information by jointing the modeling of 

data distribution and shows the divergences inside 

different moments of the distribution.   

The hue, saturation, dark and bright 

channels of a training image  can be represented as 

Iβ r ,Iβ g ,Iβ b ,Iβ h, Iβ s , Iβ dc and Iβ bc  respectively, 

where β is the index of the image 

 In comparing to the histogram modeling 

FCID-FE models the Gaussian mixture model with 

the sample data distribution  G created using the 

above equation 

                    𝐺 (
𝜙

𝜃
) = ∑ log 𝑝 (

𝜙𝑛

𝜃
)𝑁

𝑛=1                    (7) 

where N shows the  number of samples in 

Φ, Θ represents  for the parameter set of the  GMM  

Then, the likelihood  function of Φn being   

formed by the GMM Θ can be modeled as given 

below 

                       𝜌 (
𝜙𝑛

𝜃
) = ∑ log 𝜔𝑚𝜌𝑚 (

𝜙𝑚

𝜃
)

𝑁𝑚
𝑚=1     (8) 

Where 𝜌𝑚 (
𝜙𝑚

𝜃
)  is defined as given below 

      𝜌𝑚 (
𝜙𝑚

𝜃
) =

𝑒𝑥𝑝[−(
1

2
)(𝜙𝑚−𝜇𝑎)𝑇𝜎𝑎

−1(𝜙𝑚−𝜇𝑎)]

2𝜋
𝑁𝑣
2 |𝜎𝑎|

1
2

      (9) 



© September 2020 | IJIRT | Volume 7 Issue 4 | ISSN: 2349-6002 

IJIRT 150218 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 106 

where Nv shows the number of dimensions of each  

generated sample vector. Then, GMM can be 

developed by using the parameter set Θ. With the 

constructed GMM, FCID-FE uses different 

moments of the distribution and encodes each 

subset Φβ of the sample vectors, of each training 

image, into training fisher vector values and the 

fisher vector can be expressed as follows 

          𝐹𝐹𝐸
𝛽

= [
𝜆1𝛿𝐺(

𝜙𝛽

𝜃
)

𝛿𝜔𝑎
 

𝜆2𝛿𝐺(
𝜙𝛽

𝜃
)

𝛿𝜇𝑎,𝑣

𝜆3𝛿𝐺(
𝜙𝛽

𝜃
)

𝛿𝜎𝑎,𝑣
]           (10) 

where v = 1,2,...,Nv and λ1, λ2 and λ3 are expressed 

in the following equations ,where λ1, λ2 and λ3 are 

fisher vector values that are encoded from the 

inputs given. 

C. DenseNet Neural Network  

An artificial neural network is an 

algorithm that models computations using graphs 

of artificial neurons, mimicking how neurons work 

in the brain. Artificial neural networks are well-

suited to solving complex nonlinear problems. 

Unlike traditional machine learning algorithms 

such as support vector machines, artificial neural 

networks have flexible structures that can be 

adapted according to the problem that is to be 

solved. This work uses an artificial neural network 

to differentiate natural images from fake colorized 

images. 

The artificial neural network employed for 

detecting fake colorized images is based on the 

dense convolutional network (DenseNet) model 

[10]. DenseNet has a relatively simple structure, in 

which every layer of the network is connected to 

every other layer in a feed-forward manner. 

Compared with other neural network models, 

DenseNet strengthens feature propagation while 

reducing the number of parameters. Figure 2 shows 

the structure of the neural network used for fake 

colorized image detection. The neural network has 

six layers – an input layer, an output layer and four 

hidden layers. Each hidden layer is fully connected 

to the previous layers. For each hidden layer, the 

input of the layer is the sum of the outputs of the 

other hidden layers. The relationships of the hidden 

layers are given by: 

Xi = Y1 + ···+ Yi−1,i≥ 2  

where Xi and Yi are the input and output 

of layer i, respectively. The selection of an 

appropriate activation function is an important 

aspect when designing a neural network. The 

proposed technique employs a parametric rectified 

linear unit (PReLU), an activation function with 

parameters that can be trained. This activation 

function is used in the hidden layers of the 

network. Table 4 shows the details of the neural 

network. Hidden layers 1 through 3 have 32 

neurons each whereas hidden layer 4 has 128 

neurons. The joint supervision of the softmax loss 

function and center loss function [21] was used to 

train the neural network. The softmax loss function 

is one of the most widely used loss functions. The 

center loss function has been demonstrated to 

minimize intra-class variations while keeping the 

features of different classes separable. 

Dense convolution network  is used as the 

training classifier. For testing, in FCID-FE  the 

training test sample will be constructed then the 

Gaussian mixture model is used to encode the 

image into the  fisher vector. Finally the features 

are trained with the neural network classifier to 

detect the fake images.  

The softmax loss function LS is: 

                               𝐿𝑆 = − ∑ log
𝑒

𝑊𝑦𝑖
𝑇 𝑥𝑖+𝑏𝑦𝑖

∑ 𝑒
𝑊𝑗

𝑇𝑥𝑖+𝑏𝑗𝑛
𝑗

𝑚
𝑖=1                   (11) 

where xi is the ith deep feature, which belongs to 

the class yi; m is the mini-batch; and n is the 

number of classes. 

The center loss function is: 

            𝐿𝐶 =
𝜆

2
∑ ||𝑥𝑖 − 𝑐𝑦𝑖

||
2                

2
𝑚
𝑖=1             (12) 

where cYi is the center of yi of the deep feature and 

is updated as the deep feature changes. The joint 

supervision of the softmax loss function and center 

loss function are used to train the neural network. 

The final loss function used to train the 

neural network is 

𝐿 = − ∑ log
𝑒𝑊𝑦𝑖

𝑇 𝑥𝑖+𝑏𝑦𝑖

∑ 𝑒𝑊𝑗
𝑇𝑥𝑖+𝑏𝑗𝑛

𝑗

𝑚

𝑖=1

+
𝜆

2
∑ ||𝑥𝑖 − 𝑐𝑦𝑖

||
2  

2
𝑚

𝑖=1

(13) 

IV. EXPERIMENTAL RESULTS 

  This area shows about the databases and 

the measurements ,experiment results are shown 

detailed accordingly. 

A. Setups and Measurements  

In this work, dense convolution network , 

is implemented  for classification and to get the 

predicted results. The VLFeat software is to be 

used for the  GMM modeling and Fisher vector 

encoding. In  the work two performance measure is 

to used to evaluate the performances,  one is the 

half total error rate (HTER) measurement HTER is 

defined in as follows. 

HTER = 
𝐹𝑃𝑅+𝐹𝑁𝑅

2
   

         = 

𝐹𝑃
(𝑇𝑁+𝐹𝑃)

+
𝐹𝑁

(𝑇𝑃+𝐹𝑁)

2
                       (14) 

Where P represents the positive samples, N  

represents the negative samples, TP shows the true 

positive samples and the TN denotes the true 
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positive samples. The natural images and the fake 

images are denoted as the positive and the negative 

samples. 

B. Databases  

Four benchmark datasets based on the 

ImageNet LSVRC 2012 Validation Set were 

employed in the experiments. The datasets, which 

are widely used in image colorization and fake 

image detection research, contain many categories 

of images, including images of people, animals, 

buildings and landscapes. The D1 dataset 

corresponds to the ctest10k dataset, which has 

10,000 fake colorized images and their 

corresponding 10,000 natural images from the 

ImageNet LSVRC 2012 Validation Set. Datasets 

D2 and D3 each contain the 5000 natural images as 

well as 5000 fake colorized images in both 

databases. The images are in the equal dimesion of 

256 *256 

D. Results 

 The dataset which contains the real and 

their fake images are given as input and they will 

undergo both the training and the testing .The 

images are loaded and they have been to 

transformed to rgb and hsv image to find the hue 

saturation and the value images and their respective 

histograms. Then the dark channel and the bright 

channel of the images and their respective 

histograms are found. Using these  four channels 

the histogram features can be extracted . Then the 

features are given to the GMM to produce the 

samples then they process with the GMM and 

produce the fisher vector values and it undergoes 

for the neural network classifier and classify 

whether the image is real or fake. Finally analysis 

of the project will be done. Analysis process makes 

the project more efficient. The performance and 

accuracy of the algorithm are analyzed using the 

above measures.  

V. CONCLUSION AND DISCUSSION 

 In this project, histogram based fake 

colorized image detection and the feature encoding 

based fake colorized image detection has been 

proposed to identify the fake colorized images. 

Most of the algorithms are developed only for the 

detection of the traditional image forgery 

techniques. So these algorithms are used to detect 

the fake image. The  observation shows that that 

fake colorized images and their corresponding 

natural images shows a major  differences in their 

hue, saturation, dark and bright channels.  In 

comparing both the algorithms feature encoding 

based algorithm produces better results than the 

histogram based algorithm. The work produces an 

accuracy of 90%.So these algorithms are used in 

the field of image forgery detection to get better 

performance for finding the fake images. 

  By using the performance analysis of the 

system it has been clearly known that the work 

produce the ROC curve of the range 0.90.When 

compared to the algorithms it has been shown that  

 

 

                         

                                                                                          (a) 

 

                            

                                                                                         (b) 

                                                   Fig. 1: (a) Real images. (b) Fake colorized images 
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 Histogram distributions ( red  ,green , blue, natural images) 

                   

                                         (a)                                           (b)                                                   (c)  

 

    Histogram distributions ( red  ,green , blue, fake images) 

                     

                                           (d)                                            (e)                                              (f) 

Fig. 2: (a)Red Histogram Distribution (natural images). (b) Green Histogram Distribution (natural 

images).  (c)  Blue Histogram Distribution (natural images). (d) Red Histogram Distribution (fake 

images).  (e) Green Histogram Distribution (fake images).  (f)  Blue Histogram Distribution (fake images) 

                                                      Histogram distributions ( hue  ,saturation , value, natural images) 

                   

                                         (a)                                           (b)                                           (c) 

                                                                  Histogram distributions ( hue  ,saturation , value, fake images) 

                  

                                       (d)                                            (e)                                              (f) 

Fig. 3: (a)Hue Histogram Distribution (natural images). (b) Saturation Histogram Distribution (natural 

images).  (c)  Value Histogram Distribution (natural images). (d) Hue Histogram Distribution (fake 

images).  (e) Saturation Histogram Distribution (fake images).  (f)  Value Histogram Distribution (fake 

images) 
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                                                                 Histogram distributions ( dark channel , bright channel , natural images) 

                                  
                                                             (a)                                                                            (b) 

                                                               Histogram distributions ( dark channel , bright channel , fake images) 

                                           

                                                              (c)                                                                            (d) 

Fig. 4: (a) Dark channel Histogram  distribution (natural images). (b) Bright channel Histogram  

distribution (natural images).  (c) Dark channel Histogram  distribution (fake images).  (d) Bright 

channel Histogram  distribution (fake images). 

 

                    TABLE I: The Histogram Based Features For the real and the fake image 

Histogram 

Feature 

Fh1 Fh2 Fs1 Fs2 Fdc1 Fdc2 Fbc1 Fbc2 

Real image 

Values 

32561 973392 1782 359263 76180 285206 183097 365965 

Fake image 

Values 

1642 95023 13123 32658 68045 99715 55444 86952 

                            

                                          Fig 5: Results Of Histogram Features                       

the feature encoding algorithm produces a slightly 

better than the histogram algorithm. The 

performance of  current methods sometimes 

degrades obviously when the training images and 

the testing images are generated from different 

colorization methods or different datasets, thus 

blind fake colorized image detection features and 

methods may be developed in the future by 

studying the common characteristics of other 

colorization techniques and the channels features 

and also the algorithm will be well tuned for the 

further process.  
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