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Abstract - A query to a web search engine usually consists 

of a list of keywords, to which the search engine responds 

with the best or “top” k pages for the query. This top-k 

query model is prevalent over multimedia collections in 

general, but also over plain relational data for certain 

applications. A spatial preference query ranks objects 

based on the qualities of features in their spatial 

neighborhood. For example, using a real estate agency 

database of flats for lease, a customer may want to rank 

the flats with respect to the appropriateness of their 

location, defined after aggregating the qualities of other 

features (e.g., restaurants, cafes, hospital, market, etc.) 

within their spatial neighborhood. Such a neighborhood 

concept can be specified by the user via different 

functions. It can be an explicit circular region within a 

given distance from the flat. Another intuitive definition 

is to assign higher weights to the features based on their 

proximity to the flat. In this paper, we study how to 

process top- k queries efficiently in this setting, where the 

attributes for which users specify target values might be 

handled by external, autonomous sources with a variety 

of access interfaces. We present several algorithms for 

processing such queries and evaluate them thoroughly 

using both synthetic and real web-accessible data. 

Extensive evaluation of our methods on both real and 

synthetic data reveals that an optimized branch-and-

bound solution is efficient and robust with respect to 

different parameters. 

 

Index Terms - Query processing, spatial databases, 

distance browsing, ranking, nearest neighbors. 

 

I.INTRODUCTION 

 

Spatial database systems manage large collections of 

geographic entities, which apart from spatial attributes 

contain non spatial information (e.g., name, size, type, 

price etc.). In this paper, we study an interesting type 

of preference queries, which select the best spatial 

location with respect to the quality of facilities in its 

spatial neighborhood. Software Solutions is an IT 

solution provider for a dynamic environment where 

business and technology strategies converge [1]. Their 

approach focuses on new ways of business combining 

IT innovation and adoption while also leveraging an 

organization’s current IT assets.  Their work with large 

global corporations and new products or services and 

to implement prudent business and technology 

strategies in today’s environment. Spatial database 

systems manage large collections of geographic 

entities, which apart from spatial attributes contain 

non spatial information (e.g., name, size, type, price 

etc.). In this paper, we study an interesting type of 

preference queries, which select the best spatial 

location with respect to the quality of facilities in its 

spatial neighborhood [2]. 

Given a set D of interesting objects (e.g., candidate 

locations), a top-k spatial preference query retrieves 

the k objects in D with the highest scores. The score of 

an object is defined by the quality of features (e.g., 

facilities or services) in its spatial neighborhood. As a 

motivating example, consider a real estate agency 

office that holds a database with available flats for 

lease. Here “feature” refers to a class of objects in a 

spatial map such as specific facilities or services [3]. 

A customer may want to rank the contents of this 

database with respect to the quality of their locations, 

quantified by aggregating non-spatial characteristics 

of other features (e.g., restaurants, cafes, hospital, 

market, etc.) in the spatial neighborhood of the flat 

(defined by a spatial range around it). Quality may be 

subjective and query parametric. For example, a user 

may define quality with respect to non-spatial 

attributes of restaurants around it (e.g., whether they 

serve seafood, price range, etc.) [4]. 

1.1 Background  

The artifacts arising from many imaging devices are 

quite different from the images that they contaminate, 

and this difference allows humans to “see past” the 

artifacts to the underlying image. The goal of image 

restoration is to relieve human observers from this task 

(and perhaps even to improve upon their abilities) by 

reconstructing a plausible estimate of the original 



© December 2020| IJIRT | Volume 7 Issue 7 | ISSN: 2349-6002 

IJIRT 150499 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 36 

 

image from the distorted or noisy observation. A prior 

probability model for both the noise and for 

uncorrupted images is of central importance for this 

application [5]. Modeling the statistics of natural 

images is a challenging task, partly because of the high 

dimensionality of the signal. Two basic assumptions 

are commonly made in order to reduce dimensionality. 

The first is that the probability structure may be 

defined locally. Typically, one makes a Markov 

assumption, that the probability density of a pixel, 

when conditioned on a set of neighbors, is independent 

of the pixels beyond the neighborhood. The second is 

an assumption of spatial homogeneity: the distribution 

of values in a neighborhood is the same for all such 

neighborhoods, regardless of absolute spatial position. 

Although the most common model arising from these 

two assumptions is a Gaussian Markov random field, 

the restriction to second-order processes is not 

required, and is problematic for image modeling, 

where the complexity of local structures is not well 

described by Gaussian densities [6]. A useful 

framework for capturing higher order statistics comes 

from augmenting a simple parametric model for local 

dependencies (e.g., Gaussian) with a set of “hidden” 

random variables that govern the parameters (e.g., 

variance). Such hidden Markov models have become 

widely used, for example, in speech processing. 

Adaptive Kernel-Based Image De-noising Employing 

Semi-Parametric Regularization is a simple tool for 

Adaptive Kernel-Based Image De-noising Employing 

Semi-Parametric Regularization, which includes 

different filters and tools to analyze images available 

in the framework. It's easy to develop your own filters 

and to integrate them with the code or use the tools in 

our own application. In Figs. 1a, 1b and 1c, feature 

points and existing sites are shown as black and gray 

points, respectively [7]. 

 

Fig. 1. Influential sites and optimal location queries. 

(a) Top-k influential. (b) Max-influence. (c) Min-

distance  

1.2 Problem statement  

In the existing works there is no solution for 

processing the top-k spatial preference query and there 

are no alternative techniques for minimizing the I/O 

accesses to the object and feature data sets. In the 

existing studies there are two basic ways for ranking 

objects, 1) Spatial ranking, which orders the objects 

according to their distance from a reference point. 2) 

Non spatial ranking, which orders the objects by an 

aggregate function on their non-spatial values [8]. 

 

The main objectives of the proposed research are,  

• In this paper, we studied top-k spatial preference 

queries, which provide a novel type of ranking for 

spatial objects based on qualities of features in 

their neighborhood.  

• The neighborhood of an object p is captured by 

the scoring function. 1) The range score restricts 

the neighborhood to a crisp region centered at p, 

whereas 2) the influence score relaxes the 

neighborhood to the whole space and assigns 

higher weights to locations closer to p.  

• We presented five algorithms for processing top-

k spatial preference queries. 

• The baseline algorithm SP computes the scores of 

every object by querying on feature data sets. The 

algorithm GP is a variant of SP that reduces I/O 

cost by computing scores of objects in the same 

leaf node concurrently.  

• The algorithm BB derives upper bound scores for 

non-leaf entries in the object tree, and prunes 

those that cannot lead to better results.  

• The algorithm BB* is a variant of BB that utilizes 

an optimized method for computing the scores of 

objects (and upper bound scores of non-leaf 

entries). 

• The algorithm FJ performs a multi way join on 

feature trees to obtain qualified combinations of 

feature points and then search for their relevant 

objects in the object tree. 

• The challenge is to develop alternative methods 

for computing the upper bound scores for a group 

of points on a road network. 

 

The rest of this paper is structured as follows: Section 

2 discussed about related works and in Section 3 

presented the proposed methodology. In Section 4, our 

query algorithms are experimentally evaluated with 
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real and synthetic data. Finally, Section 5 concludes 

the paper with future research directions. 

 

II. RELATED WOKS 

 

The problem of noise removal from a digitized image 

is one of the most important ones in digital image 

processing [9]. So far, various techniques have been 

proposed to deal with it. Among the most popular 

methodologies are, for example, the wavelet-based 

image de-noising methods (which dominate the 

research in recent years, see for example), the image 

de-noising methods based on Partial Differential 

Equations, neighborhood filters, some methods or 

impulse detection see, methods based on fractal theory 

and, more recently, methods of nonlinear modeling 

using kernel regression and/or local expansion 

approximation techniques [10]. In many cases, the de-

noising techniques are focused on a particular noise 

model (gaussian, impulse, etc.). Thus, they cannot 

treat effectively more complex models, which are 

often met in practical applications. In this paper, we 

propose a different approach. Our only assumption is 

that the image is corrupted by zero mean additive 

noise, without any additional information with respect 

to the noise pdf [11]. To remove the noise, we employ 

the well-known (especially in pattern analysis) theory 

of kernels. In kernel methodology, the notion of the 

Reproducing Kernel Hilbert Space (RKHS) plays a 

crucial role. A RKHS, introduced in, is a rich construct 

(roughly, a smooth space with an inner product), 

which has been proven to be a very powerful tool. 

Kernel based methods are utilized in an increasingly 

large number of scientific areas, especially where 

nonlinear models are required. For example, in pattern 

analysis, a classification task of a set is usually 

reformed by mapping the data into a higher 

dimensional space (possibly of infinite dimension), 

which is a RKHS [12]. The advantage of such a 

mapping is to make the task more tractable, by 

employing a linear classifier in the feature space, 

exploiting Cover’s theorem. This is equivalent with 

solving a nonlinear problem in the original space. 

Similar approaches have been used in principal 

components analysis, in Fisher’s linear discriminate 

analysis, in clustering, regression and in many other 

sub-disciplines. Recently, processing in RKHS is 

gaining in popularity within the Signal Processing 

community in the context of adaptive filtering and 

beam forming [13]. 

 

III. PROPOSED  METHODOLOGY 

 

We assume that the object data set D is indexed by an 

R-tree and each feature data set Fc is indexed by an 

MAX a R-tree, where each non-leaf entry augments 

the maximum quality (of features) in its sub-tree. 

Nevertheless, our solutions are directly applicable to 

data sets that are indexed by other hierarchical spatial 

indexes (e.g., point quad-trees) [14].  

 

The rationale of indexing different feature data sets by 

separate R-trees is that:  

1. A user queries for only few features (e.g., 

restaurants and cafes) out of all possible features 

(e.g., restaurants, cafes, hospital, market, etc.), 

and  

2. Different users may consider different subsets of 

features.    

 

3.1 Probing Algorithms 

We first introduce a brute-force solution that computes 

the score of every point p 2 D in order to obtain the 

query results. Then, we propose a group evaluation 

technique that computes the scores of multiple points 

concurrently [15].  

 

3.2 Optimized Branch-and-Bound Algorithm 

GP is still expensive as it examines all objects in D and 

computes their component scores. We now propose an 

algorithm that can significantly reduce the number of 

objects to be examined. The key idea is to compute, 

for non-leaf entries e in the object tree D, an upper 

bound T a of the score for any point p in the sub-tree 

of e. If T a, then we need not access the sub-tree of e, 

thus we can save numerous score computations [16]. 

In Fig. 2, v1 and v2 are non-leaf entries in the object 

tree D respectively.   
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Fig. 2. Examples of deriving scores. (a) Upper bound 

scores. (b) Optimized computation. 

 

As we can see the system architecture depicts the heart 

of the system, the architecture contains administrator, 

user, system, server and database. Our system interacts 

with two subsystem or block i.e admin and user. 

Admin will initially handle the database he will be the 

first to interact with database. The functions which 

admin will perform are Admin Login i.e he will login 

with authorization, the next function performed by 

admin is to Add Flats Details. Now after Admin role 

comes the Users interaction with the system. The user 

will register himself. The user needs to properly login 

to view flats details. As the user would like to view the 

flats accordingly to his requirement the flats will be 

searched according to spatial and non-spatial 

information stored in database [17, 18]. As per our 

system he can request flat with various parameters that 

can be with respect to café, restaurant, market, 

hospital. This spatial information is ranked objects 

based on qualities of features in spatial neighborhood. 

These features were spatial, but in our system, we have 

implemented interesting type of preference queries 

which apart from spatial attributes also contain non-

spatial information (eg name, size, type, price etc).so 

the user will be able to view flats with high quality 

features also after viewing the flat he can vote for the 

flat on basis of quality. When user request to view the 

flat the system (browser) will retrieve information 

from database and give him and after viewing flat he 

again interacts with the system by voting and vote will 

make changes in database by server dynamically. Now 

this is all about user, admin and how system works [19, 

20]. Now about database, database here in our system 

is the spatial database which manage large collection 

of geographical entities which apart from spatial 

attributes contain non-spatial information where 

spatial attributes are café, restaurant, hospital, market, 

and non-spatial attributes are name, size, type, price 

and so on calculated the potential.” 

 

3.1 Optimized Branch and Bound Algorithm 

Algorithm: Enhanced Branch and Bound  

Wk: = new min-heap of size k (initially empty);  

?: =0;  

// k-th score in Wk  

1: Call search algorithm  

// Take input as search result E from search algorithm  

2: V: {E| E e N}; //V denotes set in which points are 

to be stored  

3: If N is non-leaf then  

4: for c: =1 to m do  

5: compute T (E) for all E e V concurrently.  

6: remove entries E in V such that T+ (E) <=?;  

7: for each entry E e v such that T (E) >? do  

8: read the child node N pointed by E;  

9: continue step 2;  

10: else  

11: for c: =1 to m do Ranking Spatial Data by Quality 

Preferences 72  

12: compute T (E) for all E e V concurrently;  

13: remove entries e in V such that T+ (E) <=V;  

14: Sort entries E e V in descending order of T (E);  

15: Update Wk (and?) by entries in v;  

 

Fig. 3.  A diagram of the three main B&B components. 

In branch and bound algorithm, changes have been 

made in getting input values and also about sorting the 

entries, resulted with enhanced branch and bound 

algorithm. The input values of enhanced BB are the 

output of searching algorithm [21, 22]. Instead of 

performing sorting individually on each node among 

its child nodes, entire tree node has been sorted after 

this process is over. This will reduce the time 

effectively and improve the performance. Conceptual 

diagram of the BB is displayed in Fig. 3 and execution 

process is shown in Fig. 4.  
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Fig. 4. Implementation of the proposed method (BB) 

 

Spatial preference query ranks objects based on 

quality of features in their spatial neighborhood. So, 

the ranking is done by assigning higher weights to 

features based on proximity of flat. So, we have 

formally defined spatial preference queries and 

proposed appropriate searching algorithms. Here we 

have evaluated of method on both real and synthetic 

data using branch and bound solution [23, 24]. In 

branch and bound what will happen, the objects will 

be examined but by significantly reducing number of 

observation whereas earlier in GP (group probing) the 

procedure was expensive as it examined all objects in 

D and computed their component scores. As per 

branch and bound the key idea is to compute for non-

leaf entries e in object tree D, an upper bound T(e) of 

score r(p) for any point p in sub-tree of e, thus we can 

save numerous score computations .BB is called with 

N being the root of D. If N is non-leaf the scores will 

be computed. T(e) for non-leaf entries e concurrently. 

The equation will be evaluated for component scores 

Tc(e) known so far, we can derive T+(e) an upper 

bound of T(e) and if T+(e)<=γ then sub-tree of e 

cannot contain better result than and it is removed 

from V. In order to obtain points with high scores 

early, we sort entries in descending order of T(e) 

before invoking the above procedure recursively on 

child entries in V. The branch and bound algorithm 

were responsible for reducing number of 

computations. After that, the feature join algorithm is 

used for evaluating top-k spatial preference query by a 

multi-way spatial join on various features whose 

quality is to be judged. F1, F2…. Fm are those 

features, also the feature join is used to obtain 

combination of feature points which can be in 

neighborhood of some object from D. Hence the object 

with top-k highest score is retrieved by feature join. 

As per the flow of our system first comes the 

homepage of Ranking Spatial System. After visiting 

homepage, the person can choose to login, so the 

person who wants to login can be admin or user. Now 

we will see these two main components of system one 

by one. First the admin, if the person is admin, he will 

enter into admin login page and he will enter id and 

password. If authorized person then he can add flat 

details and if unauthorized person the flow will end so 

the admin can add flat details, save the details i.e. store 

in database, manipulations in database i.e. maintain 

flat details. All this interaction with database is of 

admin and its work is done. this side can also be said 

as admin rating. Now on user side if the user is not 

authorized the flow will stop otherwise if the user is 

authorized, he can search flats then for him the flats 

will be retrieved from database and viewed to him. 

After his use of flat details, he can also rate for it and 

logout. This is how the flow of our system goes [25, 

26]. 

As per our Implementation, spatial preference query 

ranks the objects based on their spatial neighborhood 

including the qualities of features. We used 

appropriate indexing techniques and search algorithms 

for calculating the accurate output. As per Figure4 we 

can see that proper calculating of attributes are fetched 

from our system, as per Figure4 user can access single 

attributes considering all Spatial data such as 

Location, area(sq.), distance and price And Figure5 

describes with multiple attributes selection for the user 

benefit. Combination of both Spatial and non-spatial 

information result to accurate and perfect output and 

gives us the ranked data as per the requirement of the 

user. Figure6 shows the admin rating provided as per 

the survey of the spatial neighborhood.  

 

IV. RESULTS ANALYSIS 

 

Performance is evaluated on basis of factor like ease 

of development, availability of hardware and re-usable 

code availability. The feasibility of running software 

is tested to be of minimum risk, these were selected as 

a platform for development. Performance is to 

estimate whether it is possible to develop the proposed 

system with the available hardware, software, and 

network resources. Since all proposed hardware, 

software and network requirement are easily available; 

the development of application became feasible.  

In this section, we conduct experiments on real object 

and feature data sets in order to demonstrate the 

application of top-k spatial preference queries. We 

obtained three real spatial data sets from a travel portal 

website, http://www.allstays.com/. Locations in these 

data sets correspond to (longitude and latitude) co-

ordinates in US. We cleaned the data sets by 

discarding records without longitude and latitude. 

Each remaining location is normalized to a point in the 

2D space ½0; 10; 000_2. One data set is used as the 

object data set and the other two are used as feature 

data sets. The object data set D contains 11,399 
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camping locations. The feature data set F1 contains 

30,921 hotel records, each with a room price (quality) 

and a location. The feature data set F2 has 3,848 

records of Wal-Mart stores, each with a gas online 

availability (quality) and a location. The domain of 

each quality attribute (e.g., room price and gasoline 

availability) is normalized to the unit interval ½0; 1_. 

Intuitively, a camping location is considered as good 

if it is close to a Wal-Mart store with high gasoline 

availability (i.e., convenient supply) and a hotel with 

high room price (which indirectly reflects the quality 

of nearby outdoor environment). 

Fig. 5 plots the cost of the algorithms with respect to 

_, for queries with range scores. At a very small _ 

value, most of the objects have the zero score as they 

have no feature points within their neighborhood. This 

forces BB, BB*, and FJ to access a larger number of 

objects (or feature combinations) before finding an 

object with nonzero score, which can then be used for 

pruning other unqualified objects. Fig. 6 compares the 

cost of the algorithms with respect to _, for queries 

with influence scores. In general, the cost follows the 

trend in Fig. 16. BB* outperforms BB at low_ value 

whereas BB incurs a slightly lower cost than BB* at a 

high _ value. Observe that the cost of BB and BB* is 

close to that of FJ when _ is sufficiently high. In 

summary, the relative performance between the 

algorithms in all experiments is consistent to the 

results on synthetic data. 

Fig. 5. Effect of _, range scores, real data. (a) I/O. (b) Time. 

Fig. 6. Effect of _, influence scores, real data. (a) I/O. (b) Time. 

 

V.  CONCLUSION 

 

In this paper, we implemented a top-k spatial 

preference query, which provides a new type of 

ranking for spatial objects based on qualities of 

features in their neighborhood. The neighborhood of 

an object p is captured by the scoring function: (i) the 

range score restricts the neighborhood to a crisp region 

centered at p, whereas (ii) the influence score relaxes 

the neighborhood to the whole space and assigns 

higher weights to locations closer to p. The algorithm 

BB derives upper bound scores for non-leaf entries in 

the object tree, and prunes those that cannot lead to 
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better results. The algorithm BB utilizes an optimized 

method for computing the scores of objects (and upper 

bound scores of non-leaf entries). The algorithm FJ 

performs a multi-way join on feature trees to obtain 

qualified combinations of feature points and then 

search for their relevant objects in the object tree. BB 

is scalable to large datasets and it is the strongest 

algorithm with respect to various parameters. 

However, FJ is the best algorithm in cases where the 

number m of feature datasets is low, and each feature 

dataset is small. In the future, we will study the top-k 

spatial preference query on road network, in which the 

distance between two points is defined by their 

shortest path. The challenge is to develop alternative 

methods for computing the upper bound scores for a 

group of points on a road network. 
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