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Abstract - This research paper represents the techniques
and approaches which are used in the movie
recommendation system. As we are very well aware
about the fact that extracting meaningful data from the
homogenous amount of raw data is a challenging
problem and recommendation systems helps us in this
situation. Recommendation system plays a very
important role in our day-to-day life as it provides
suggestions based on some data sets to users for certain
resources such as movies, books, songs, etc.
Recommendation systems are very fruitful for various
organizations as large amount of data is being collected
from various customers and after extracting the data’s it
provides best suggestions. Movie recommendation
systems is helping peoples who are fond of watching
movies by providing suggestions for what movie to go
with without going through the large set of movies data.
To reduce the human efforts by providing suggestions of
movies based on the user interest is our main moto.
Recommendation system is based on three approaches:
first one is Collaborative Filtering; second one is Content
based and third one is hybrid-based Approach.

Index Terms - System, Filtering, Approach, Memory
based, Content based approach, Hybrid approach.

I.INTRODUCTION

A recommendation system is a system which provides
the suggestion of things such as books, movies, music
and list of items to buy on shopping sites, etc.
according to the taste of users. These systems have
become progressively fashionable today and are used
at enormous rate in various sectors like movies, music,
books, videos, clothing, restaurants, food, places, and
many more. we have a tendency to enforce this system
exploitation cooperative filtering algorithms and
Apache framework. Matching the performance and
potential of user-based recommender system and item-
based recommender system is our main intention.
Although there are several approaches developed till
now but still search is done because of its uses in
several applications. It has been developed in various
areas like music, movies, news, and shopping sites.

1IJIRT 152068

Majority of organizations are implementing
recommendation systems for fulfilling the demands of
their client. LinkedIn, Amazon, and Netflix are one of
them. Because of this, user does not have to go through
the lots of searches manually. Amazon
recommendation systems are suggesting the users that
what they should buy based on their past shopping
history. For example, if a client is shopping for books
on Amazon, Then Amazon provides suggestions of
books related to the taste of client. Similarly, Netflix
does for his clients if clients watch a show on his
account, then Netflix recommendation system sorts
the shows that a client watches or according to the taste
of client and provides suggestions. Recommendation
systems are going to be generally classified into
following categories—Content-based, cooperative,
and Hybrid approach. Users past behavior and patterns
of search are taken into account in Content Based
Filtering Approach. While users previous experiences
and ratings are taken into account and corelated with
alternative user in Cooperative Filtering Approach.
Each content-based-filtering approach and
collaborative-based filtering approach together forms
the Hybrid Approach which we are following in this
project. However, both the approaches have their own
limitations, so Hybrid Approach is taken into the
account. Movie lens dataset is used in this project
which consist of more than thousands of ratings from
more than twenty different users.

I1. INDENTATIONS AND EQUATIONS

(I) Recommendation System:

1.First approach is Content Based: In content-based
approach single parameter is passed to the function
that is movie searched by the user. f(movie)

2.Second approach is Collaborative: In collaborative
approach two parameters are passed to the function
that is movie and user rating. f (movies, user)

(I1) Dataset Usage:
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We have used MovielLens Dataset by GroupLens for

this Project this knowledge set consists of:

e More than thousands of rating movies.

e Minimum of thirty movies had been rated by each
users.

e We had designed the hybrid recommendation
system which contains the demographic
knowledge of the users that is (age, gender,
occupation) and dataset of IMDB is also taken
into the account.

(111) cooperative Filtering:

¢ In cooperative Filtering system knowledge of the
different users is being maintained with respect to
their ratings on different of things.

e It basically maintains the user knowledge, besides
content- item-information.

e This approach is being used by the majority of
existing recommenders’ engines for e.g. Netflix,
Amazon, Facebook, LinkedlIn, etc.

(IV) Basic plan behind cooperative Filtering:
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(V) Utility Matrix:

Different users have different approaches while
sorting the things so the information collected from
different users is represented as a utility matrix. The
basic idea behind creating utility matrix is predicting
the blanks so that these information can be taken into
the account for better and best recommendations .
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(VI) Similarity Measures:

In Similarity Measures PCS is taken into the account

which stands for Pearson Correlation Similarity which

uses the technique of rows and columns of the Utility

Matrix.

Advantages of the PCS:

e |tiseasy to interpret.

e Provides higher results with respect to all
different measures.

e The ratings are being Normalized.

Different Similarity Measures are geometer Distance,

cos Similarity, etc.

PCS Measure:

Considering the two users x and y have rated, then the

Pearson Correlation Similarity relation between the

two users is given by:

pes(x,y) =

where 7, denotes the average rating given by user x to all items. To calculate r,
we only consider items that were rated by the user.

I11. FIGURES AND TABLES
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FIGURE 3. Frequency distribution of the topics contained in the papers.
X-axis: number of papers. Y-axis: frequency of topics. e.g.: there are
approximately 200 topics that have been assigned to more than 50 and
less than 60 papers each one of them, but only a very small number of
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topics have been popular enough to be assigned to 250 papers.

TABLE 1. Data mined artificial intelligence R journals. Years 2016, 2017 and the first half of 2018. Number of added papers to the database and impact

factor of each journal.
Journal Fpapers  Impact factor
ACM Trasssctions on latellsgent Systems and Techaclogy 157 T1%
Applied Soft Computing Jouraal 1608 84
Artificial Intelligence a0 497
Cogaitive Compotation 20 4
Data Miting and Knowledge Discovery 14 16
Dxxision Sapport Sysiemss 2 m
Engineering Applications of Artificial Inieligence 5B 25%
Evolutiossry Computation b} 38%
Expert Syssems wish Apphications 1623 9%
IEEE Computational Intelligence Magazine 10 6343
IEEE Transctions o0 Affctve Compating 19 )
IEEE Transactions on Cybemetis 9% 3%
TEEE Trancactions on Evolutionsry Competation 131 1063
IEEE Transactions on Fezzy Systems 506 61
IEEE Transxtions on Image Processing 1097 5%
IEEE Transactions on Koowledge and Data Esgincering " us
1EEE Transactions on Neura) Networks and Learsing Systems m 6108

IEEE Transctions on Patiera Analysis and Machin Inkelligence S0 83
Information Fusion 161 S667
Itegrated Compuicr-Aided Engiocering 54 264
Inernational kournal of Computer Vision M a2
Invermational Joursal of letelligest Systems Y 209
Insernational Joursal of Newral Systems % 6333
Joumal of Intelligent Masufacturing 0 kUG
Koouledge-Based Systems % 459
Medical Image Avalysis W 18
Neurad Networks 20 a8
Neuromguting 1860 317
Pastern Recognision 678 458
Semantic Web k) 2589
Swarm and Evolutiosary Compatation 13 3893
Swarm ntellizeace 18 318
Tod 14143

TABLE 2. Data mined information from each paper.

Data mined information  Database field type
TITLE varchar(240)
AUTHOR varchar(400)
NUM_CITATIONS smallint(5)
JOURNAL_ID int(11)
YEAR varchar(6)
PAGES varchar(20)
DOI varchar(35)
URL varchar(200)
ABSTRACT varchar(4000)
INDEX_KEYWORDS varchar( 1000)
AUTHOR_KEYWORDS  varchar(1000)
REFERENCES_FIELD text
COUNTRIES varchar(5(0)
ADDRESS varchar(400)
PUBLISHER varchar(100)

LANGUAGE_ARTICILE

SOURCE

varchar(50)
varchar(25)
varchar(25)

TABLE 3. Journals information.
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Data mined information  Database field type
JOURNAL_ID inu(11)
JOURNAL varchar(250)

IMPACT_LEVEL
POSITION_RANK

decimal(10,5)
int(11)
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FIGURE 5. Precision and Recall val btained using the prop d
SD4AI dataset. X-Axis: Recall results. Y-Axis: Precision results.

R dation threshold: percentile 85 (rating 3.75).

Best its are the highest in the graph: top-right corner.

IV. CONCLUSION

Recommendation System is developed using various
approaches and collects the ratings and review in data
format and provides the suggestions for movies. If a
user gives rating or search for a movie of a specific
genre, then movie recommendation system is going to
recommend him a list of movies according to his taste
of movies. These systems are widely taking into the
consideration in today’s world for checking out
important information.

Our intention behind this project was to build a
recommendation engine suggesting the list of movies
to the users according to users taste. We had worked
on implementing Machine learning approaches and
skills in a real-life project and how recommendation
system is playing its role in our digital life. The present
recommendation system somehow needs
modifications for present and future requirements of
higher recommendations.
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