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Abstract- The goal of Stock Market Prediction is to
forecast the closing prices of the firm Bajaj-Finance
on a given day using machine learning algorithms
such as Linear Regression and Support Vector
Machine. The company’s historical and real-time data
(close, high, low, volume, open, and Adj-Close) were
used to make the prediction. The results of the
investigation revealed that machine learning
algorithms were capable of producing very accurate
forecasting results.

The use of machine learning to produce predictions
that support the current stock closing price by
training on historical values is a recent trend in
available stock market prediction technologies.
Machine Learning makes use of a variety of models to
make accurate predictions. Stock trading is one of the
most essential activities in the financial sector. The act
of attempting to anticipate the long-term future value
of a stock or other financial instrument traded on a
financial exchange is known as the stock market
prediction. The prediction of a stock using Machine
Learning is demonstrated in this study. Most
stockbrokers use technical and fundamental analysis,
also known as static analysis when making stock
predictions. Python is the  recommended
programming language for applying machine
learning to anticipate the stock market. In this
research, we present a Machine Learning approach
that will be taught using publicly available stock data
to build intelligence and then use that intelligence to
make an accurate prediction. For shorter base period
lengths and forecast horizons, all algorithms
performed better.

Index Terms- Stock market prediction, Linear
Regression, Support Vector Machine, and Support
Vector Regression are some of the terms used in this

paper.
I INTRODUCTION

Stock market forecasting is an important part of
investment theory and practice, especially with the
advancements in automated trading systems for
capital markets. The stock market is known for
being dynamic, unpredictable, and non-linear.
Predicting stock prices is difficult because they are
influenced by a variety of factors such as political
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events, global economic conditions, corporate
financial reports and performance, and so on. Thus,
in order to maximize profits and avoid losses,
strategies for predicting stock values in advance by
examining the pattern over the preceding few years
could be quite valuable for generating stock
exchange  movements.  For  predicting a
corporation's stock price, two basic methodologies
have been offered in the past. For estimating the
stock's longer-term price, technical analysts
examine previous stock prices such as closing and
opening prices, the volume traded, adjacent close
values, and so on. Despite the fact that the trend
during a stock market projection isn't a replacement
item, this topic continues to be debated by
numerous organizations. There are two forms of
stock research that investors conduct before
investing in a stock. The first is elemental analysis,
in which investors examine the intrinsic worth of
stocks as well as the performance of the industry,
economy, and political atmosphere to determine
whether to invest or not. Technical analysis, on the
other hand, is the examination of statistics created
by market activity, such as historical prices and
volumes, to determine the evolution of stocks.

1. LITERATURE SURVEY

Many significant changes have occurred in the
financial market environment over the last 20
years. The expansion of effective communication
and trading services has broadened the range of
options available to investors.

[1] The authors Enke, D., and Thawornwong, S.,
described a system for forecasting stock exchange
returns that included data processing approaches
with neural networks. They used the variable
relevance analysis technique in machine learning
for data mining to explore the prediction capacity
of financial and economic variables in this study.
The authors looked at how well neural network
models for level estimation and categorization
worked.
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[2] Tsong-Wuu Lin and Chan-Chien Yu conducted
a study to see if using artificial neural networks
was profitable (ANNSs). They've turned forecasts
into a basic trading technique, and its profitability
is compared to a buy-and-hold method. They use a
neural network to track the Taiwan Weighted Index
and the S&amp; P 500 in the United States. They
discovered that a trading rule based on ANNSs
delivers superior returns than a buy-and-hold
strategy in this study.

[3] “Stock Closing Price Prediction Using Machine
Learning Techniques," according to the research
article. Artificial Neural Networks and Random
Forest algorithms were used to forecast the next-
day closing price of five companies operating in
various industries. The authors, Mehar Vijh,
Deeksha Chandola, Vinay Anand Tikkiwal, and
Arun Kumar, used financial data such as stock
prices' Open, High, Low, and Close to create new
variables that were used as inputs to the model.
Standard strategic metrics such as RMSE and
MAPE are used to assess the models. The low
levels of those two indicators indicate that the
models are effective at predicting the value of a
company's shares.

[4] Sharma, Ashish, Bhuriya, Dinesh, and Singh,
Upendra. "Analysis of stock market forecasting
using machine learning.” Electronics,
communication, and aeronautical technology: an
international conference in 2017 (ICECA). IEEE,
2017. Vol. 2. They examined a well-known
efficient regression strategy for predicting stock
market price using stock market data in this
research. The findings of the multiple regression
approach could be improved in the future by
including more factors.

[5] Mehak Usmani et al., "Stock market forecast
using machine learning approaches,”  3rd
international  conference on computer and
knowledge sciences, 2016. (ICCOINS). 2016
IEEE. The major goal of this study is to use several
machine learning approaches to anticipate the
market performance of the Karachi stock exchange
(KSE) on a daily close. The model takes some
features as input and forecasts whether the market
will be positive or negative. Oil rates, gold and
silver prices, interest rate, foreign exchange (FEX)
rate, NEWS, and social media feed are among the
attributes considered in the model. Simple Moving
Average (SMA) and Autoregressive Integrated
Moving Average (ARIMA) are two old statistical
techniques that are utilized as input. Single Layer
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Perceptron (SLP), Multi-Layer Perceptron (MLP),
Radial Basis Function (RBF), and Support Vector
Machine (SVM) machine learning approaches are
contrasted.

[6] Hegazy, Osman, Omar S. Soliman, and Mustafa
Abdul Salam. "A stock market prediction model
based on machine learning." arXiv preprint
arXiv:1402.7351 (2014). To anticipate stock
market prices, this study used a machine learning
algorithm. Particle swarm optimization (PSO) and
least square support vector machine performance
are improved by the proposed technique (LS-
SVM). To anticipate daily stock prices, the PSO
algorithm is employed to optimize LS-SVM. They
offer a proposed model based on historical data and
technical indicators for stocks. To avoid overfitting
and local minima concerns and enhance prediction
accuracy, the PSO algorithm determines the
optimal free parameter combination for LS-SVM.
The suggested model was compared against an
artificial neural network utilizing the Levenberg-
Marquardt  (LM) algorithm using thirteen
benchmark financial datasets. The findings
revealed that the suggested model has a higher
prediction accuracy and that the PSO method has
the ability to optimize LS-SVM.

I1. PROPOSED SYSTEM

@ Feature extraction }

Training data ] [ Testing data }

Learning Algorithm
Alzorithm Analysis
Trained
Maodel

Above is the planned system for this project. First,
we took raw data from a company called Bajaj
Finance Limited. By extracting the data's
characteristics, such as Open, Close, High, Low,
Volume, and Adj Close. Our data has been divided
into two datasets: train and test. Then, using
Support Vector Regression, we trained our model
with several kernels, analyzed the dataset using
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testing data, and plotted the graph. The model can
then display the stock's anticipated closing values
because it is trained with three kernels: RBF,
polynomial, and linear. For linear regression, the
same proposed system was employed.

We started with pre-processing by checking for
missing values, scaling, and standardizing the
dataset for linear regression. The model was then
trained and analyzed by evaluating the learned data
using an algorithm after partitioning the dataset
into train and test sets. After that, we have the exact
closing projected values.

V. METHODOLOGY AND ALGORITHMS

The following algorithms are required to
implement the Stock Prediction model:

1. Regression Linear
Linear regression is the simplest basic machine
learning approach that may be used with this data.
The linear regression model gives you an equation
that shows how the independent variables are
related.
The linear regression equation is written as follows:

a)

?:91){1 +91H2 + ... Gn,}{,n

The independent variables are represented by x1,
X2,..xn, and the coefficients are 1, 2,.. The
weights are represented by the number n.

Linear regression is a supervised learning machine
learning algorithm. It carries out a regression task.
Based on independent variables, regression models
a goal prediction value. It is mostly utilized in
forecasting and determining the link between
variables. Different regression models differ in
terms of the type of relationship they evaluate
between dependent and independent variables and
the number of independent variables they employ.
Linear regression is used to predict the value of a
dependent variable (y) based on the value of an
independent variable (x). As a result of this
regression technique, a linear relationship between
x (input) and y (output) is discovered (output). As a
result, the term Linear Regression was coined.
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2.Support Vector Machine

The "Support Vector Machine” (SVM) is a
supervised machine learning technique that can
be used to solve classification and regression
problems. It is, however, mostly employed to
solve categorization difficulties. We represent
each data item as an extended point in n-
dimensional space (where n is the number of
features you have), with the value of each feature
being the value of a certain coordinate in the SVM
algorithm. Then we accomplish classification by
locating the hyper-plane that clearly distinguishes
the two classes (look at the below snapshot).

SVM is useful since it can perform both

classification and regression.
Because the output is a real number, it becomes
extremely difficult to forecast the information at
hand, which has an endless number of possibilities.
A margin of tolerance (epsilon) is approximately in
approximation to the SVM which may have already
been sought from the matter in the event of
regression.But, aside from this, there is a more
difficult reason: the algorithm is more complicated,
thus it must be taken into account. The general
concept is to decrease mistakes by individualizing
the hyper-plane that maximizes the margin while
keeping in mind that some error is tolerable.
To execute the linear separation, the kernel
functions translate the data information into a
higher dimensional feature space.
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b)

T

y= l (aj—a:)-(@(x!.).rp[x))+b

i=1

y= i(ﬂi —a, ) K(x.x)+b

i=1

We utilized the RBF kernel (Radial Basis Function)
A radial basis function is a real-valued function
whose value is solely determined by the distance
from the origin, or alternatively, the distance from
some other point referred to as a center. A radial
function is any function that satisfies the property.
RBF stands for "Response Function Local."

c) There are several versions of the kernel
function K(xi, xj ):
c.1) Linear kernel: K(xi, xj ) = XTi xj, K(xi, Xj ) =
XTi xj, K(xi, xj ) = XTi
c.2) Degree d polynomial kernel: K(xi, xj ) = (1 +
xTi xj/c)d,
c.3) RBF kernel: K(xi, xj ) = exp(kxi xjk2/2),
c.4) MLP kernel: K(xi, Xj ) = tanh(kxTi xj +),
d, c, k, and k are constants. The linear kernel, we
note, corresponds to the
(x) = x is a linear function.
KRBF (X, X") = exp [-y |x -X'|[2]
The RBF Kernel is just a low-band pass filter,
which is commonly used in Signal Processing to
smooth pictures. The RBF Kernel operates as a
prior, weeding out non-smooth solutions.
d)

Gaussian Radial Basis function

2

k(H:"Xj} =P — 1

-

i
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V. FLOWCHART

/ Read the stock data /

[ Cragte the dependent variable ]

kL

l Create input data frame I

Diivide dataset into Training and
Testing datasets

Train the moded using training
dataset

Test the system using testing
dataset

f Drisplary the Dutput ’ﬁ’

VI. OUTPUT

We have a dataset for the company
“BajFinance.NS” here. Yahoo Finance provided
the most up-to-date information. The data spans a
ten-year period, from January 1, 2010, to
November 6, 2021, when BajajFinance was
founded. The data includes stock information such
as the high, low, open, volume, close, and adjacent
close. Only the stock's day-by-day closing price has
been extracted.
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1) Describing dataset:
The head data of our dataset

1.1)

Date

High Low

Open Close

Volume

Adj Close

2010-1-04
2010-01-06
2010-1-06
2010-1-07
2010-01-08

1.2)

Date

33.509838
34073353
34102501
33.995628
34879765

32324508
32645130
32567402
32936604
33271797

32324509 33334853

34010201 33111488
33.130920 33.587563
33995628

33432110

33.383530
33.990768

The tail of our dataset

High

Low

Open Close

466064.0
318779.0
192661.0
138876.0
312696.0

30912809
30.705582
31147062
30.957851
31.520875

Volume Adj Close

2021-06-07
2021-06-08
2021-06-09
2021-06-10
2021-06-11

5843.850098
5317.000000
5795.000000
6115.000000
6230.000000

5682.450195
5720.1458902
5627.299805
5677.000000
6045.200195

5800.000000 S5729.750000

5751.000000 5755.399902
5795.000000 5674.500000
5715.000000 5086.399902

§105.350088  ©§120.000000

2835805.0 5729.750000
5755.399902

5874.500000

1789007.0
1538112.0
5296120.0 6086399902

3702721.0  §120.000000

Based on the current Adjusted Close price, we will
forecast the price of a stock for the next 60 days.
Because we only require the Adjusted Close (Adj.
Close) price, I'm only pulling data from the column
‘Adj Close' and storing it in the variable ‘df.' The
first primary 5 rows of the new data set are then

printed.
1.3)

Date

Adj Close

2010-01-04
2010-01-056
2010-01-06
2010-01-07
2010-01-08

30.912809
30.705582
31.147062
30.957351

31.520975

Here we have created a variable to store the number
of days into the future we want to predict got the

new data like
1.4)
Adj Close  Prediction
Date

2021-06-07 5729.750000 HaM
2021-06-08 5755.399902 HaM
2021-06-09 5674 500000 HaM
2021-06-10  5036.399902 HaM
2021-06-11  §120.000000 MaM

2) Using Support Vector Regression
2.1) Accuracy got by Support Vector Machine

svm rbf confidence:
svm linsar confidence:
svm polynomial confidence:
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8.7292161839316889
@.538656651360114
2.633596778018E

2.2) Predicted values and plot graph got by using
RBF kernel

[215@.
2121,
2155,
2459,
z@ss.
215@.
215@.
233@.
zis@.
z15@.
215@.
215@.

3500

3000 -

target

2750 -

2500 -

250 -

2000 -

2EE86T7S
AFFLLAGS
S2232961
53364753
249123823
2EE54T7TE
2EBBBTFS
SA4S5353 344
FIEEB86789
2EBEBTTS
2EEB6T7T7S
2EBBBTFS

4500 4750

2156 .
2924
2495 .
IOB8.
Z15a .
26432 .
2185 .
21324
215 .
Z15a .
2236
pe 1%

2EE867T75
FA48241235
144325643
42151332
2EBEBTTS
AA5E491 4
S2Z982346
332528317
FEEBEF7S
2EBEBTTS
SE392869
2EBBBFTS

2156 . 326836775
22243  eB356721
2157 . 258324935
299 .. 2952152

2151 .2492293

232@5 . 39331763
2156 . 2ELBEFTS
2156 .47711a88
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Support Vector Regression
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data
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2.3) Predicted values and plot graph got by using
Polynomial kernel
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Support Vector Regression
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2.4) Predicted values and plot graph got by using
Linear kernel
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Support Vector Regression

—— Linear model
. ot

9000 -

8500 -

target

7500 -

500 a750 5000 5250

ta

5500

57‘50

2.5) Merging the graphs of all the kernels we can
see the plot graph as follow

Support Vector Regression

— RBF mode!
— Linear model

10000 ~

Polynomial model

o data

. data
o data

8000 -

target

4000 -

3)

AP v

4500 4750 5000 250
data

Linear Regression

5500

5750

Linear Regression confidence for 60 days

is:

Ir confidence: 0.8911011569583701
3.1) Linear Regression prediction values and
graph for 60 days
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prediction
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[ R I R SRR R R

4) Linear Regression prediction for the dataset
of 3 years i.e from 2018 to 14-06-2021
have the accuracy as

Ir confidence: 0.9564746425858983

4.1) We can see here the actual and predicted
values difference:
Actual

Predicted

LR e T R

456
225
400
577
212
587

26
32
672
507
281

327

405.656215
229 575464
371.428570
483.391810
215.998840
692 861727

65.994621
289.480578
632.801804
438.939840
274766540
452926363
238.871702
462.384752
354588252
347 423788
483.314580

47.301300
G90.670706
284 343804

4.2) Bar Graph for Linear Regression
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4.3) The plot graph for our model is given below:
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VII. CONCLUSION

Predicting stock market closing price returns is a
difficult undertaking since stock values are always
changing and are based on various parameters that
follow complex patterns. We discovered that we
can apply machine learning to anticipate and
compare stock market prices in this article. The
outcome demonstrates how historical data can be
used to anticipate stock movement with reasonable
accuracy.
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