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Abstract - Gender identification is one of the major
problem speech analysis today. Discovering the gender
from acoustic data i.e., pitch, median. Frequency etc.
Machine learning gives ominous results for classification
problem in all the research domains. There are several
performance metrics to assess algorithms of an area. Aim
is to identify gender, with five different algorithms:
Linear Discriminant Analysis, K-Nearest Neighbor,
Characterization and Regression Trees, Random Forest,
and Support Vector Machine on premise of eight unique
techniques. The main parameter in assessing any
algorithms is its performance. Misclassification rate
must be less than in classification problems, which says
that the accuracy rate must be high. Location and gender
of the person have become crucial in economic markets
in the form of AdSense. Here with this comparative
model algorithm, we are using the different ML
algorithms and find the best one for gender classification
of acoustic data.

Index Terms - Voice Recognition, Machine Learning,
Random Forest classifier, Decision Tree Classification,
K-Nearest Neighbor, Gaussian Naive Bayes, Support
Vector Machine, Linear Discriminant Analysis,
Quadratic Discriminant Analysis, Logistic Regression,
ADA Boost, Guardian Boosting.

INTRODUCTION

Intonation, speech rate, and duration are certain
characteristics that distinguish human voices, mainly
male and female voices. The recognize dimorphism
accounts for 98.8% which consists of the gender of the
speaker and the respective frequencies. Variation in
gender, however, cannot be estimated by vocal speech.
Some voice pitch may vary between male and female
so it is difficult to recognize male and female
accurately. Gender recognition can be used along with
various applications
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Machine learning: Machine Learning is a sunset of
artificial intelligence focusing on a specific goal.
Machine Learning algorithm uses data to get better at
a specific task.

Computers are fed structured data and learn to become
better at evaluating and acting on that data over time.
Think of structured data as data inputs you can put in
columns and rows. You might create a category
column in Excel called food and have row entries such
as fruit or meat. This form of structured data is very
easy for computers to work with and the benefits are
obvious. Once programing is completed a computer
can take in new data indefinitely, sorting and acting on
it without the need for further human intervention.
Over time, the computer may be able to recognize that
fruit is a type of food even if you stop labeling your
data. This self-reliance is so fundamental to machine
learning that the field breaks down into subsets based
on how much ongoing human help is involved.
Machine learning is related to many fields, industries,
and has the capability to grow over time in fields like
image recognition, speech recognition, medical
diagnosis, and predictive analytics.

WORKING OF MACHINE LEARNING

Machine Learning algorithm is trained using a training
data set to create a model. When new input data is
introduced to the ML algorithm, it makes a forecast on
the basis of the model.

The forecast is evaluated for accuracy and if the
accuracy is acceptable, the Machine Learning
algorithm is deployed. In the event that the precision
isn't satisfactory, the Machine Learning calculation is
prepared over and over with an expanded preparing
informational collection. This is only an extremely
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undeniable level model as there are many variables
and different advances included.

RELATED WORK

Discourse arrangement and handling and gender based
acknowledgment and classification have been for long
period of time. We used some concepts developed
over time to implement gender recognition. Late
investigations dependent on gender location shows
that wvoice is changed over first into various
boundaries. Main parameters contain pitch and
frequency. Classification is done to different male,
female and children. For this structure need to
arranged first with the planning data and test
information are presented and assessed for the
presentation of the framework for these information.
The outcomes acquired are diverse for various
calculations and appears to deliver changed outcomes
at various occasions. Gender based classification using
FO frequency and pitch to classify male, female and a
child. Additional tuning this based on a binning
technique to improve the efficiency of the results
produced.

Voice based word extraction lab view shows that
algorithm works best for this classification and it
results better to extract the vowels in male samples.
When the samples are trained and tested efficiently it
produces a result It is likewise seen that by expanding
the unvoiced aspect in discourse like the sound of ‘s’
worth of pitch increments hampering the gender
orientation identification in the event of tests of the
male. Similarly, by increasing the voice part of speech
like “a’, it decreases the value of the pitch. When the
speaker speaks two different tones it fails to identify.
Speech recognition in adult shows that they are
accomplished of spontaneous and vocal length
adjustments and they can sound like masculine and
feminine. So, it is difficult to classify the male and
female.

Some Female voices are hard to analyze based on the
pitch such as examination of one aspect of female
voices does not fulfill our requirements. This paper
pitch between male and female shows that female
voice has to be identified with a different method of
parameters where female clients and it differs by a
female to female henceforth, informational index
should be handled dependent on this before grouping
of male and female.
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According to the perception of pitch. Fundamental
Frequency [f0] has a combination of linguistic,
paralinguistic and nonlinguistic information of the
speaker and three relates to male and female and it
likewise relies upon high pitch and tone of the speaker.
This figured out how to put a recurrence [f0] with no
involvement in range and no syllable-outer data. This
shows that the voice of the speaker varies between
high and low pitches between speakers.

Identification of gender by SVM shows that speech of
gender is analyzed by various diverse discourse
components like packed discourse, discussing phone
and contrast in dialects on. It passes on that male voice
from pitch, period and Mel-Frequency is in the scope
of around 100-146Hz and in the female of around 188-
221Hz. Here, the voice is isolated dependent on the
recurrence and it is removed and it is broke down.
GMM based classification of gender propose that
speech is analyzed by means of age, words, etc., a
Mixture model is utilized and it distinguishes up to
98% exactness and it is one of a productive strategy
for discourse location and gender investigation. Order
depends on consolidated boundaries of pitch and
relative otherworldly perceptual straight prescient
coefficient to show male and female discourse.

METHODOLGY

The speech emotion detection system is performed as
a Machine Learning (ML) model. The steps of
operation are similar to any other ML project, with
supplementary fine-tuning systems to make the model
function adequately. The fundamental action is data
collection which is of prime importance. The model
being generated will acquire from the data contributed
to it and all the conclusions and decisions that a
progressed model will produce is supervised data. The
auxiliary activity, called as component designing, is a
mix of different Al tasks that are performed over the
assembled information. These systems approach the
various data description and data quality problems.
The third step is frequently investigated the
embodiment of a ML project where an algorithmic
based model is created. This model uses an ML
algorithm to determine about the data and instruct
itself to react to any new data it is exhibited to the
ultimate step is to estimate the functioning of the built
model. Habitually, engineers recreate the means of
creating a model and assessing it to break down the
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presentation of different calculations. Measuring
outcomes help to choose the suitable ML algorithm
most appropriate to the predicament

A. Dataset:

To recognize the voice we have taken the several
persons audio clips to classify male or female. The
data set available in kaggle.com. The second step is
data cleaning and pre-handling under which initially
copy esteems and missing esteems are evacuated. We
used Microsoft Excel to clean adjust and standardize
our dataset. Third step is correlation method is applied
on dataset.

The data set of audio clips is taken in the form of
values of frequencies of audio. The data is classified
by the values and pitch of the voice. The data set has

several data some of the data as shown below:
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Fig: Sample Dataset
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Fig: Data Flow Diagram

B. Implementation:

Data Collection: One of the first steps we perform
during implementation is an analysis of the data. This
was done by us in an attempt to find the presence of
any relationships between the various attributes
present in the dataset. The accuracy of any machine
learning algorithm depends on the number of
parameters and the correctness of the training dataset.
In this project analysed multiple datasets collected
from the Kaggle website and carefully selected the
parameters that would give the best results. Many
works done in this field have considered where as in
some works only economic factors are taken into
consideration. We have tried to combine both
environmental parameters like rainfall, temperature,
ph and soil parameters like soil nutrients to provide
accurate and reliable recommendation to the farmer on
which crop while most suitable for his land.

Data Pre-Processing: A real-world data generally
contains noises, missing values, and maybe in an
unusable format which cannot be directly used for
machine learning models. Information pre-handling is
required errands for cleaning the information and
making it reasonable for an machine learning model
which likewise builds the exactness and productivity
of an machine learning.

Data pre-processing is an important step as it helps in
cleaning the data and making it suitable for use in
machine learning algorithms. Most of the focus in pre-
processing is to remove any outliers or erroneous data,
as well as handling any missing values. Missing data
can be delete with in two ways. The first method is to
simply remove the entire row which contains the
missing or erroneous value. While this easy to execute
method, it is better to use only on large datasets. Using
this method on small datasets can reduce the dataset
size too much, especially if there are a lot of missing
values. This can severely affect the accuracy of the
result. Since ours is a relatively small dataset, we will
not be using this method.

Training and Testing Data: The proposed model needs
to be trained and tested under various conditions by
altering here we used the different ML and DL
algorithms to obtain reliable output.

Results and Analysis: The prediction results have been
evaluated using following parameters:
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Accuracy: It is the proximity of a computation to the
true value which is calculated by taking true positive
and true negative with a fraction of true positive, true
negative and false positive with false negative.

Algorithms applied:

a)

b)

c)

d)

9)
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Random Forest is a popular machine learning
algorithm that belongs to the supervised learning
technique. It tends to be utilized for both
characterization and relapse issues in ML. It
depends on the idea of group realizing which is a
course of joining various classifiers to tackle a
perplexing issue and to work on the presentation
of the model.

Decision Tree is a supervised learning technique
that can be used for both order and relapse issues
however generally it is liked for tackling
characterization issues. It is a tree-organized
classifier, where inward hubs address the
elements of a dataset, branches address the choice
principles and each leaf hub addresses the
outcome.

K-Nearest Neighbor is one of the simplest
Machine Learning algorithm based on Supervised
Learning technique. It expects the closeness
between the new case and accessible cases and put
the new case into the classification that is
generally comparable

Gaussian Naive Bayes is a variant of Naive Bayes
that follows Gaussian normal distribution and
support continuous data. When working with
continuous data, an assumption often taken is that
the continuous values associated with each class
are distributed according to a normal distribution.
Support  Vector Machines are a binary
classification algorithm. Support vectors are the
data points adjacent to the hyper-planes if the
dataset is removed it will change the position of
the dividing hyper-plane

Linear Discriminant Analysis is a dimensionality
reduction technique that is commonly used for
supervised classification problems. It is utilized
for displaying contrasts in bunches i.e. isolating at
least two classes. It is used to project the features
in higher dimension space

Quadratic Discriminant Analysis is not really that
much different from LDA except that you assume
that the covariance matrix can be different for

h)

)

each class and so we will estimate the covariance
matrix

Logistic Regression is used to model the
probability of a certain class or event existing
such as pass/fail, win/lose, alive/dead. This can be
stretched out to demonstrate a few classes of
occasions, for example, deciding if a picture
contains a feline, canine, flank, and so forth. Each
object being detected in the image would be
assigned a probability between 0 and 1 with a sum
of one.

Ada-Boost calculation, short for Adaptive
Boosting is a Boosting procedure utilized as an
Ensemble Method in Machine Learning. It is
called Adaptive Boosting as the loads are re-
appointed to each occasion with higher loads
alloted to erroneously arranged examples
Gradient boosting algorithm is one of the most
powerful algorithm in the field of machine
learning. As we realize that the mistakes in
machine learning calculations are
comprehensively  characterized into  two
classifications l.e. Predisposition Error and
Variance Error. As gradient boosting is one of the
boosting algorithm it is used to minimize bias
error of the model.

RESULTS

Accuracy for Random Forest classifier:

Accuracy with all variables:
Accuracy with 5 less variables:

96.63 %
96.81 %

Fig: Correlatlon Matrix
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Model loss

Fig: Accuracy and loss values
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CONCLUSION

By Comparative algorithm of comparing the above-
mentioned different algorithms. The results obtained
shows that Random Forest algorithm performs better
in classification and with reduced error rate. These
outcomes acquired utilizing this Comparative
calculation are just for this voice gender dataset and it
might change for another dataset. Random Forest
tends to have more accuracy over another algorithm in
classifying gender in spite of variations in pitch and
frequency. Future work to add more algorithms to this
Comparative model and to compare the performance
with this work and to identify which algorithm in
linear and Non-Linear performs better in the
classification of gender in voice gender dataset.
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