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Abstract - Lung infections are severe health conditions 

that seriously    affect   the   life   of   human,    especially   

those   like Tuberculosis  (TB) which accounts for most 

of deaths yearly. Therefore,  proper diagnosis  of TB is 

very much  essential.  Chest X-Rays  (CXR)  are  mostly  

been  used  by  medical  industry   for detecting   

tuberculosis   as  well  as  other   lung   diseases.   Deep 

learning based disease identification  systems are in use 

nowadays, one  among  such  a  deep  learning  

architecture is Convolutional Neural   Network   (CNN).   

In   this   work,   a   prediction    model using  Deep  

Convolutional  Neural   Networks   is  proposed   for 

detecting TB from input Chest X-ray image. Evaluation 

of model performance was done  using confusion  matrix  

and  accuracy  as metrics. The developed custom network  

is paired  with adam optimizer,   which  was  able  to  

precisely   differentiate  between normal   and   TB  

infected   CXRs.   Finally   an   interactive   web 

application was built  to deploy the model so that  it can 

be used to make  predictions on Chest  X-rays  as input. 

 

Index Terms – Tuberculosis    classification,    Chest     X-

Ray, Convolutional Neural  network,  Deep learning. 

 

I.INTRODUCTION 

 

Tuberculosis (TB) is caused by Mycobacterium 

tuberculosis that affect the lungs mostly. It is spread  

from one person to  another through air.A person 

affected with lung TB spreads  the disease through  

coughing,  spiting or sneezing. TB  disease is 

definitely  curable  but  timely detection  is an 

important factor for appropriate treatment.  In order to 

detect Tuberculosis, Chest X-Ray (CXR) has been 

used mostly due to its convenient efficiency  as well 

as cost effectiveness. Along with CXR, skilled  

radiologists are also a necessity in order to analyse  and 

detect anomalies  from the CXR report  and to provide  

timely treatment.  Lack of medical experts is a problem 

faced in medical field for timely diagnosis of deadliest 

diseases. 

To solve this issue, Deep Convolutional  Neural  

Network (CNN) model can be used which after 

collecting a chest X-ray image as input can predict the 

disease with a very high accuracy,  that aids the role of 

a skilled radiologist. This will be extremely useful in 

developing Countries where TB rate is increasing at an 

alarming rate along with the lack of skilled 

radiologists. Deep Learning has advanced drastically 

and with it  CNN has also consistently   surpassed  

other recognition algorithms  in image-based 

classification  to a point  where  it even exceeds that of 

humans especially in the area of computer vision. As 

a result, Artificial Intelligence and Deep Learning 

models are being widely used in the Medical field to 

provide better care. 

There has been numerous works done in this specific 

feild and still the researchers are working  on these 

type of CNN based disease classifications.  In this 

work  we used  a model developed from scratch  using 

simple CNN layers that could predict results in a better 

way with comparable accuracy.  We also took it up  a 

step further  to actually  deploy the system through  

various platforms  using our website and android 

application that greatly increases  the usability as well 

as the reachability. 

The paper is organised as: Section II explains related 

works based on the literature review conducted before 

implementing the proposed system.  Section III and IV 

discuss the detailed methodology.  Section V depicts  

the experimental  result and Section VI concludes the 

paper. 
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II. RELATED WORKS 

 

One of  the first research papers to use in-depth  study 

techniques  in medical imaging  is  [1].  The work 

details a method  which utilised  Local Binary Pattern  

along with a Gaussian Laplacian to  detect presence of  

tuberculosis  in Chest X-Ray images. The ConVnet 

model associating  the differentiation  of different  TB  

manifestations  was described in  [2].  During training 

the model, this work focuses on uneven, slightly 

fragmented  X-ray scanning and includes confirmation  

of sample  shuffling.  CNN has also been used [3]  to 

exclude discriminatory  and independent  features on 

X-rays in  order to  differentiate   various body parts. 

This study  demonstrated  the efficiency  of CNN 

models  that can surpass conventional architecture. A 

method based on in-depth study of the classification of 

CXR into normal and diseased categories  is  shown in 

[4].  There are also other methods like Support Vector 

Machine [5][6], Bayesian  Classifier [8], K-Nearest  

Neighbour [7], Linear Discriminant Analysis [9], that 

has been utilized for TB detection and classification. 

A computer-assisted  diagnostic  program is 

introduced  by [11] to diagnose TB using Alexnet and 

VGGNet  to classify a given chest X-ray as either 

normal or TB affected categories. This study which  

was based on data sets from Montgomery and 

Shenzhen CXR images, concluded that VGGNet  

defeated Alexnet  due to VGGNet’s deep network.  

The accuracy  was 80.4% and 81.6% respectively for 

Alexnet and VGGNet. Also they  added that the 

accuracy can further be improved as the size of data 

used for testing increases. 

Recent Algorithms  for  classifying Chest X-ray  

images for TB  identification  use transfer  learning  

implemented  on pre-trained   models like  AlexNet, 

Mobilenet, ResNet and GoogLeNet. Such models 

were designed,  trained and tested with about one 

million images from Imagenet database about 1000 

classes. As a result, such models require more 

memory, resources and processing time. Such systems 

may be affected from over fitting and less  efficiency 

in  producing   good classification results when used 

for medical image classifiation with the limited  

number  of images[12].  While in [13], the hybrid 

approach  of applying some modifications on existing 

DenseNet-121  was proposed . This hybrid method 

was proved to be better over the existing methods for 

classification of 14 chest diseases as it could produce 

system accuracy of 84.62% in comparison to the other 

model with 80.97% accuracy. 

While CNN achieves  excellent  performance on large 

data sets, if the dataset  is of small size it may not be 

sufficient enough  to a CNN model  from bottom.  

Transfer  learning is used in such situations. The 

existing pre-trained networks that are trained using a 

huge standard set of images, can then be used to 

decode  specific tasks. Examples  of such previously 

trained neural networks  are VGGNet, Mobilenet, 

ResNet, Inception  are some of  the pre trained  

networks  available. The use of CNN on chest R-ray 

image classification  was done at [14][15], as the 

authors feel that the available images are closer to real-

life images. The efficiency of CNN based models to 

classify chest infections has been demonstrated in 

discussed works. Here we propose a new way to 

expand the deeper  learning  structures  of CNN for the 

purposes  of the separation of medical images. This 

can play a major role as a computer-assisted clinical 

diagnostic tool on the near future. 

It is pretty clear from the accompanying review that 

greater effort is needed to address the ongoing 

Tuberculosis epidemic as it is one of the most deadliest 

disease. For this reason, we propose an improved 

system that can provide better validation accuracy in 

classifying CXR for TB manifestation. 

 

III.  MATERIALS AND METHODS 

 

A. Dataset 

The  dataset we  used is  a  collection of  Normal and 

Tuberculosis X-rays. A group of researchers from 

University of  Dhaka and Qatar University associated 

with medical experts from Bangladesh  and Hamad  

Medical Corporation created chest X-ray image 

database  for Tuberculosis  (TB) manifestations 

together with Normal images[20].  The sample dataset 

is shown in Fig. 1 

This comprises of CXR images of patients with TB 

(3500) and healthy people (3500). This TB database is 

a collection of publicly accessible  datasets such as: 

1)  National Library of Medicine(NLM)  dataset: 

NLM[21] provides two publicly available  Chest X-

ray datasets : Shenzhen  and Montgomery. 

 2)  Belarus  dataset: National Institute of  Allergy and 

Infectious Diseases(NIAID),  Ministry  of    
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Health, Republic of Belarus  formed the dataset [22] 

as part of a drug resistance  study conducted. 

3)  NIAID TB  dataset:  This dataset  [23], contains  

about 

3000 TB affected CXR images. 

4)  RSNA CXR  dataset: As  part of  RSNA pneumonia 

detection  challenge  [24], 30,000 CXRs were 

provided 

of which 10000 are normal  and remaining  with lung 

disorders. 

 
Fig. 1: Sample images from Train Set. 

 

B. Preprocessing 

Deep neural  networks  rely heavily on sizeable data 

sets to achieve high accuracy and avoid over fitting 

issues. Thus preprocessing on available  database is 

necessary as a means of  increasing number of  

samples. Total  samples in  the Chest X-Ray training 

dataset is increased by applying Image Augmentation  

technique.  The existing training  set images are 

modified which increases  dataset variation and 

ultimately enhance the network model’s ability to 

predict the category of test images. 

The  following types of  expansions were used in  the 

proposed  model: left-to-right  horizontal  flip, random  

zoom range, shear range. Some of  the performance  

tasks used here include  resizing  the image, removing  

the volume  and measuring  the histogram.  These 

image augmentation  have been  done using the  

tensorflow.keras.preprocessing.image library. The 

process of  adding data used in  this activity is  not the 

one that provides  space for data retrieval.  The batch 

size is 16. Batch size refers to the training  examples 

employed  in one iteration.  The pixel resolution  

chosen is 312x312  (image height =  312,  image width 

=  312).  The image dimension  and batch size is 

limited so as to avoid memory crash as the RAM is 

utilized completely. Fig. 2 shows the work flow for the 

proposed framework. 

 

C. Transfer learning 

To train the neural network from scratch, a lot of data 

along with enough processing  power and time is 

required, which is not exactly practical. Therefore, in 

transfer learning approach, the last few layers of the 

existing pre-trained models are tuned to be suitable for 

the problem of interest. The effectiveness  

 
Fig. 2: Wok flow of the proposed method of two 

widely  used models, namely MobilenetV2  [16] and 

ResNet50 [18] are examined in this study. 

 

D. Proposed Model 

 
Fig. 3: Proposed model architecture 

This work proposes a Deep Convolutional Neural 

Network(CNN) based model to detect and classify  

TB. Feed-forward 
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network architecture is used in CNN models to 

automatically select and extract  layers but  the 

Convolution  layer, Max-Pooling,  and fully integrated   

layers are  considered   the  primary layers [3]. Various 

parameters  are adjusted  in the convolution  layers 

during training process,  for educing the descriptive 

elements before being transferred  to  a  fully 

connected layer. The extracts are subdivided into 

targeted categories as ”normal and Tuberculosis” by 

the fully connected layer. 

The proposed CNN  model  is built with feature  

extraction and feature classification  phases. The 

former phase includes Convolution  with ReLU 

activation  function  and max pooling operation.  The 

latter phase consists of  a  fully integrated layer, flatten  

layer, dense layers and softmax activation.  To extract 

definite  features,  six convolution  layers are there in 

the network. The first, second,  third and fourth 

convolutional layers use 32, 3×3 filters. Fifth and sixth 

convolutional layers employ 64,  3×3  filters. All these 

convolution  layers have default  hyperparameters  

such as strides=  (1, 1), padding  as ”valid”. All the 

convolutional layers are employed with ReLU 

activation  function.  Max pooling  layers with a 

pooling  size of 2×2 are used in between.  The flatten  

layer converts  the 3-dimensional  output from 

previous layer to a 1-dimensional vector of size 18496. 

It is then fed to two dense layers of 128 and 64 neurons  

respectively  which is densely  mapped to 1 neuron as 

needed by the sigmoid classifier.  Finally the images 

are categorized into normal and tuberculosis classes. 

The proposed TB detection model is shown in Fig 3. 

Inorder  to apply multiple  filters to the same image, 

each variation can be done separately and stack the 

results on top of each other and combining them all 

together. If a convolutional layer accepts d1  feature 

maps of size (w1  x h1), it produces d2   feature  maps 

of size (w2   x h2),  which is calculated  by equation(1). 

features. The deepness of the CNN model influence 

the extracted  features. CNN variants have multiple 

 
Here F  represents filter size, S: stride, P : padding and 

nf : no. of filters in the corresponding layer. In First 

convolution layer, convolution of input image of size 

(312,312) with a filter of (3,3) size and additional 

parameters like stride and dilation set to 1 and padding  

‘valid’, the number  of filters as 32, it produces  output 

size as (310,310,32). Each convolution layer is 

associated with ReLU activation function to modify 

feature release maps. The relation  between  output and 

input  maps corresponding  to each convolution  layer 

can be represented as:  

 

 
For the first Max Pooling layer, with stride (2,2) and 

filter size (2,2) applied  to a feature  map of size 

(308,308) gives an output feature  map of (154,154) 

size. The Max Pooling Layer performs  the down  

sampling  function,  thus reducing the spatial 

dimension of the input by computing the maximum 

value among the pixels across which the filter is 

applied. 

The pixels along all image channels are converted to a 

one dimensional vector by the flatten layer. Thus input 

of (17, 17, 64) is flattened to 18496 values.  The 

number of parameters in each layer is calculated by 

 

No. of  parameters=filter-height * filter-width * input-

channels * output-channels) + (output-channels) 

 

For compiling the model, Adam optimizer is used. 

Adam or Adaptive Moment Estimation is an algorithm 

for optimization technique for  gradient descent. For  

calculating the  loss function binary cross entropy is 

used, since the model is built for a binary classification  

problem. 

An important  part of this model is the use of Callback 

list  while training the model. Early Stopping method 

is used during  training  to stop the epoch iterations  

based on some measures.  For our model, val loss 

metric is used as the measure  of early stopping,  as it 

needs to be minimum always. After a minimum val 

loss is achieved, if no further improvement occurs in 

the val loss for the next few iterations then the training 

stops at that epoch itself. 

 

IV.  EXPERIMENTAL RESULTS AND 

DISCUSSION 
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A. Model Parameters 

Out of  the 7000  images in database,  70%  of  the total 

samples  were used for network  training.  This 

accounts  for a  total of  4900  images including both 

Normal and TB manifested cases. 1400 images( 20% 

of total samples)  were used for validation  and 

remaining  700(10%) for testing. The initial learning  

rate was chosen as .000001 which changes after some 

epochs,  depending on some metrics as discussed in 

section III. Other parameters include batch size - 16, 

Adam optimizer for model optimization and binary 

cross entropy to determine loss function. Initially 

epoch was set to 25, but it stops iteration when early 

stopping condition is met. 

 

B. Evaluating parameters 

Accuracy, Sensitivity(Recall), Specificity and 

Precision are some of the parameters  used for testing 

the accuracy of the developed model. 

Accuracy  = tp + tn /tp + tn + fp + fn  (3) 

Sensitivity(Recall) =    tp/ tp + fn   (4) 

Specif icity =   tn /tn + fp   (5) 

P recision =   tp /tp + fp     (6) 

 

where  tp or true positive  and tn  or true negative denote 

the number  of correctly labeled TB  and Non-TB 

samples respectively. fp(false positive) denote the 

count of TB samples incorrectly labeled as non TB, 

and fn(false  negative)  is the count of  non TB  samples 

wrongly  classified as TB.  The values for tp, fp,  tn and 

fn can be obtained by plotting the Confusion  matrix. 

This is the best method used to evaluate the 

performance of any given model by comparing the 

actual values with the predicted ones. The left diagonal 

represents total number of  Tuberculosis  and Normal 

cases correctly predicted  by the model, and the right 

diagonal  shows the incorrect classifications by the 

model. 

 

C. Performance 

We measure the performance of our proposed model 

using the parameters training loss, validation loss, 

training accuracy and validation accuracy. Our model 

stopped training at 20th epoch with a training loss: 

0.0439, training accuracy: 98.41%, validation loss: 

0.0639 and validation accuracy: 98.18%. Fig.5 

illustrates these parameters along with learning rate. 

The confusion matrices of  the pretrained  and 

proposed models for the given  dataset is shown in Fig. 

4. We further evaluate our model with the help of  

parameters  such as precision,  recall and specificity.  

Table 1 shows  the detailed comparison of pre-trained 

models with proposed one. 

 

D. Implementation Environment 

The network  was trained  and tested in Python 3  on 

i5 core CPU with 8 GB RAM support  along with the 

help of Google Colaboratory (Colab), an online 12GB 

NVIDIA Tesla K80 GPU [25]. The model was built 

using Keras library [26] supported with Tensorflow  

backend [27]. After testing phase, the CNN model is 

integrated to an Android application as well as a Web 

application. A web page preview is shown in Fig. 6 

Since the model is built using Python  language  and 

its libraries,  Flask web framework  was used for 

creating  API handlings  in Python which acts as a 

backend  for android and web applications.  The input  

image is uploaded  to the backend server through API 

calls. The android app uses PUT as a request method 

which in turn produces a JSON response from the 

server after predicting  the X-ray. The result will then 

be shown to the user through a pop-up message  inside 

the application. Web application makes use of POST 

request with the X-ray image to the server. The server 

then renders another web page with the result in it. 

Both android and web applications are implemented in 

such a way so as to hide user identity and provide data 

security.  The CXR image that is to be predicted will 

be renamed as soon as it reaches the server in order to 

ensure user privacy. 

 

V. CONCLUSION 

 

In this paper, we developed a customized deep CNN 

model which was trained from scratch by using the 

dataset described in section III. The proposed model  

can detect Tuberculosis from chest X-ray images and 

classify  them as either Normal or Tuberculosis cases 

and that it could produce a comparable testing 

accuracy with the pretrained models. As a future work, 

we wish to build our own dataset in collaboration with 

medical 
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Fig. 4: Confusion matrix a) MobilenetV2 b) Resnet50 

c) Proposed method 

Sl. 

No 

Model Precison

(in %) 

Recall(i

n %) 

Specificity(in %) Test accuracy(in 

%) 1 Mobilenet

V2 

91.42 95.80 91.80 93.71 

2 Resnet50 91.14 99.68 91.84 95.42 

3 Proposed  

method 

98.28 98 98.28 98.14 

TABLE I: Comparison of proposed model with pre-

trained models 

Fig. 5: Accuracy  and loss plot 

Fig. 6: Webpage preview 

experts to increase the diversity as well as the accuracy 

even further. We would also explore possibilities  on 

including more and more disease classification  rather 

than just Tuberculosis. 
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