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Abstract—In the fast-moving world, data is 

accumulating at an unprecedented speed from vivid 

sectors across the sphere such as micro-array gene 

expression data, medical data, ECG and MEG data 

research, satellite images, IoT devices, etc. is considered 

as high dimensional data. This data has a lot of features 

and thus directly affects the output of machine learning 

algorithms at an exponential rate. Thus, dimensionality 

reduction (DR) helps to solve the problem of the curse 

of dimensionality by extracting the relevant features 

without forfeiting the useful data. The purpose of this 

research is to compare and analyze different 

dimensionality reduction techniques namely Principal 

Component Analysis (PCA), Independent Component 

Analysis (ICA), Singular Value Decomposition (SVD), 

Truncated-SVD and Non-negative Matrix Factorization 

(NMF) on Imagenet dataset (unsupervised dataset) for 

five different values of components - 40, 45, 50, 55 and 

60 each. These algorithms are examined on the basis of 

execution time, accuracy of dimensionality reduction 

techniques and load analysis, that is, Mean Squared 

Error (MSE). The algorithm with the least execution 

time and number of components giving the most 

information is concluded as a suitable algorithm for 

dimensionally reducing high-dimensional data. 

Index Terms—Big Data, Dimensionality Reduction, 

High-dimensional data, ICA, Mean-Squared Error, 

NMF, PCA, SVD, Truncated-SVD 

I. INTRODUCTION 

In the current world, statisticians have mentioned the 

fact that by 2025, 465 exabytes of data will be 

generated each day. This data is very large, complex, 

high dimensional and prominently exists in 

unstructured form. Such type of data is not suitable as 

it affects the processing speed and conquers storage 

space. To handle this, there is an urgent need to find 

effective ways for storing and retrieving data by 

preserving the salient features of the data.  

This data contains useful information along with 

some unwanted data such as noise, incomplete, 

redundant data, etc. If such high number of input 

features are passed to ML algorithms, it affects the 

performance – processing speed and increases the 

complexity of the model which is also referred to as 

the curse of dimensionality[6]. Dimensionality 

reduction is necessary to select or extract features 

from the present feature space of the data which are 

pertinent to our domain of application[23]. 

The main aim of this paper is to take high-

dimensional images as inputand dimensionally 

reduce them using five different DR techniques by 

varying the number of components to the values 40, 

45, 50 55 and 60. The dataset used is unsupervised 

and hence the techniques used for dimensionality 

reduction are Principal Component Analysis (PCA), 

Independent Component Analysis (ICA), Singular 

Value Decomposition (SVD), Truncated-SVD and 

Non-negative Matrix Factorization (NMF). Time 

analysis measures the time taken by a technique to 

transform the data and project it to a lower-

dimensional subspace. This can also be interpreted as 

the load handling capacity of a DR technique. 

Accuracy analysis gives a concise summary about the 

information retention after applying dimensionality 

reduction. This gives an inference about the error 

handling capacity of a DR technique. The major 

observations and results are as follows: 

 Presenting a detailed and structured survey 

ofliterature and background relating to existing 

unsupervised dimensionality reduction 

techniques. 

 Analyzing the performance of PCA, ICA, SVD, 

Truncated-SVD and NMF with respect to MSE 

score, fit and transform time and total execution 

time. 
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 Propounding each dimensionality reduction 

technique by varying the number of components 

and analyzing the error rate after DR. 

 Proving that dimensionality reduction on high-

dimensional data preserves maximum 

information in order to upgrade the performance 

of ML algorithms especially in terms of time and 

memory space. 

The rest of the paper is organized as follows - Section 

II gives the literature review. Section III describes the 

proposed methodology for performing the analysis. 

Section IV gives a detailed analysis of the results of 

all DR techniques. Section V concludes the entire 

results and mentions the future scope. 

II. LITERATURE REVIEW 

Neelam Agarwal, et al. [1], this paper concludes that 

classification accuracy is inversely proportional to 

dimensions. PCA outperforms all the methods with 

an accuracy of 95% for the first two principal 

components. Thus, proper selection of the number of 

components is significant in the spectral-spatial 

feature classification process for the quality and 

integrity of the data set. 

Raji Ramachandran et al. [3], proposed step by step 

explanation of how dimensions are reduced using 

supervised approach (i.e., LDA) and unsupervised 

approach (i.e., PCA, KPCA, SVD, ICA). This paper 

also proposes comparison of each technique with 

different parameters which are complexity of 

execution, efficiency, ability of handling the linear 

and non-linear dataset. In comparison, it can be 

concluded that PCA, LDA, ICA, SVD have linear 

structure while KPCA have non-linear structure. 

Error handling in PCA and kPCA is high while in 

others error handling is low. 

Wei Wei, Member, IEEE et al. [6], in their work has 

enabled users to view different views of data 

distribution information. This paper proposes a 

dimensionality reduction method for fusing multiple 

clustering results obtained by K-means algorithm. 

Thus, this method achieves a significant 

improvement over some representative and current 

unsupervised dimensionality reduction methods. 

Yousef Jaradat et al. [15] proposed a detailed study 

on SVD and mathematical overview of the same. 

Singular Value Decomposition provides a base for all 

data analysis techniques, for example, Image 

compression and dimension reduction. The proposed 

paper states that dimensionality reduction of images 

using SVD assures guaranteed results.  

Shereena V. B. I et al. [20], the main concept of PCA 

is to transform the high dimensional input space onto 

the feature space where the maximal variance is 

displayed. The performance of these techniques has 

been evaluated by precision and recall measures. This 

paper concludes that PCA gives better results than 

LDA when compared in terms of recall and precision.  

Analysis of Dimensionality reduction techniques on 

Big Data [24], the paper concludes that ML 

algorithms with PCA produce better results when 

dimensionality of the datasets is high and ML 

algorithms without dimensionality reduction yields 

better results when dimensionality is low. The 

accuracy of the model is calculated on the basis of 

precision, recall, F1-score, sensitivity, specificity. 

 

III. PROPOSED METHODOLOGY 

Fig. 1. Architecture Diagram 

The basic idea behind this research is to apply and 

analyze dimensionality reduction techniques - PCA, 

ICA, SVD, Truncated-SVD and NMF on 

preprocessed images. After this, the output will be 

analyzed on the basis of fit-time, transform-time, 

total-execution time and Mean-Squared Error (MSE). 

Fig 1 shows the proposed model for the analysis. 

A. INPUT 

The dataset given as input to the system is the 

Imagenet dataset which is unsupervised and the size 

of the dataset is 6.71 GB. The dataset is split into 

89% training and 11% testing images. 

B. PROCESS 

This step consists of two sub-steps: Preprocessing 

and Dimensionality reduction. For preprocessing, 

resizing is a critical step, as smaller sized images can 

train machine learning models faster. Hence, each 

image is resized to 256 * 256 dimensions. The 
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dataset contains images in RGB format which implies 

that the images have three channels - Red, Green and 

Blue. This data can be reduced by converting the 

images into gray scale format - shades of black and 

white and thus reducing the number of channels from 

3 to 1. This helps in performing algorithms in a 

shorter time as it passes only a single channel instead 

of three channels of a particular image.  

The second sub-step is to apply DR technique on 

these preprocessed images for five values of 

components - 40, 45, 50, 55 and 60. These values are 

selected on the basis of a Scree Plot which is plotted 

for a few images in the data. From the Scree plot 

shown below, we can infer that considering the 40 to 

60 range of components is capable of retrieving 

maximum useful information of an image. 

1. PRINCIPAL COMPONENT ANALYSIS 

(PCA): 

PCA is used to compute the principal components in 

an image and apply changes on the data and selecting 

the first few components which preserve the 

maximum information in an image [20]. In 

mathematical terms, the variance-covariance shape of 

an image for variables is explained using linear 

combinations of these variables.  

2. INDEPENDENT COMPONENT ANALYSIS 

(ICA): 

This algorithm is generally used to separate 

multivariate signals into additive components. In 

mathematical terms, the independent mean of data of 

x does not provide sufficient information about y and 

vice versa.  

3. SINGULARVALUEDECOMPOSITION 

(SVD): 

SVD guarantees good results after applying 

dimensionality reduction [15]. In mathematical terms, 

it is a method that generalizes the Eigen 

decomposition of a (m*n) matrix to a left triangular 

unitary matrix (m*m), diagonal matrix (m*n) and a 

right triangular unitary matrix (n*n). Splitting the 

original matrix into three component matrices helps 

in extracting relevant and interesting information 

from an image. 

4. TRUNCATED-SVD: 

Truncated SVD is applied on preprocessed images. 

Truncated SVD belongs to the Scikit-learn module of 

Python. This algorithm factorizes a matrix, wherein 

the number of columns is equal to truncation. It is 

efficient for sparse matrices as they are not data 

centric estimators.  

5. NON-NEGATIVE MATRIX 

FACTORIZATION (NMF): 

NMF effectively projects high-dimensional image 

data to low-dimensional spaces by splitting the 

features of an image into independent features, which 

if added will reinvigorate the original image. 

C. OUTPUT 

For PCA, ICA, Truncated-SVD and NMF, the fit-

transform-time and the total execution time for each 

of the five components is recorded for further 

analysis. For SVD, total time of execution is 

calculated for each value of component. Along with 

time, MSE is taken as a parameter for judging the 

accuracy of each algorithm. It is calculated for every 

component and a box plot is plotted for analysis by 

taking the natural logarithm of MSE. 

IV. RESULTS AND DISCUSSIONS 

This experimentation is performed on the Imagenet 

Dataset downloaded from Kaggle. A laptop with 

Windows 10 Operating System powered by GPU 

Processor of NVIDIA, Radeon, etc. and minimum 

RAM of 4 GB with an i5 Processor is required. 

1. DATASET DESCRIPTION: 

The size of Imagenet dataset is 6.71 GB. The dataset 

has a total of 50,000 images which are divided into 

two parts for training and testing. 89% of the dataset 

is divided for training (45,000 images) and 11% for 

testing (5,000 images). The dataset is unlabeled and 

has 1,000 classes in total. Fig. 2. Shown below is an 

image from the dataset. 

Fig. 2. Sample Image from the dataset 

 

2. DESCRIPTION OF EVALUATION METRICS: 

The performance evaluation of dimensionality 

reduction is done on the basis of two aspects: time 

and accuracy. 
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Fit time means time required to perform calculations 

on the values of the input data. Transform time is the 

time required to apply the results of the fit method to 

every data point. There exists a combination of these 

two methods which is called as fit-transform. The 

time required to perform this operation i.e., fit and 

transform on input data at the same timealong with 

conversion of the data points is fit-transform time. 

After performing fit-transform operation on the 

dataset for dimensionality reduction, the total time 

required is calculated and the results are analyzed 

below. 

3. PERFORMANCE EVALUATION OF DR 

BASED ON TIME: 

For fit-transform time, Fig. 3. shows that Truncated-

SVD and PCA takes the least time, 2.75 seconds and 

3.57 secondsrespectively,followed by ICA and NMF 

which takes 48.90 seconds and 240.71 seconds.For 

fit-transform time, Fig. 3. shows that Truncated-SVD 

and PCA takes the least time, 2.75 seconds and 3.57 

seconds respectively,followed by ICA and NMF 

which takes 48.90 seconds and 240.71 seconds. 

For total execution time, Fig. 4. shows thatTruncated-

SVD and PCA takes the least time, 4.75 seconds and 

5.60 seconds respectively, followed by SVD, ICA 

and NMF which takes 7.13 seconds, 244.21 seconds 

and seconds. 

Fig. 3. Analysis of Fit-transform time 

 

 

Fig. 4. Analysis of Execution Time 

 

4. PERFORMANCE EVALUATION OF DR 

BASED ON ACCURACY: 

Accuracy of the algorithms is calculated on the basis 

of Mean Squared Error (MSE). It calculates the 

difference between the preprocessed image before 

dimensionalityreduction and after performing 

dimensionality reduction as shown in Fig. 5. The 

formula to calculate MSE is: 

MSE =  

where, MSE = Mean Squared Error, n = no.   of data 

points, xi = Observed values, yi = predicted values. 

 

Table. 1. Percentage Accuracy Analysis of DR 

Techniques with varying components 
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Fig. 5. Accuracy analysis of DR Techniques for 60 

components 

V. CONCLUSION AND FUTURE SCOPE 

In this work, the effect of dimensionality reduction 

techniques, namely PCA, ICA, SVD, Truncated-SVD 

and NMF have been applied on ImageNet dataset. On 

the basis of time requiredforexecuting a particular 

algorithm and60 components of each image, 

Truncated-SVD has lowest execution time of 4.75 

seconds followed by PCA having time 5.60 seconds. 

Thus, when considering load handling as the basis of 

dimensionality reduction, truncated-SVD will give 

the fastest result. By applying dimensionality 

reduction using above algorithms, we get highest 

accuracy of PCA and ICA with accuracy of 95.88% 

for 60 components, whereas NMF gives the least 

accuracy of 93.40% and accuracy of SVD and 

Truncated SVD is 95.71% and 95.64% respectively. 

PCA and ICA has same accuracy as the co-variance 

matrix of the image can explain the redundancies 

present in an image.To conclude, in terms of error-

handling and load-handling, PCA and Truncated 

SVD will give fastest output and retain maximum 

information. Fig. 6. depicts analysis plot. 

Fig. 6. Accuracy Analysis Plot 

This project can be further extended by using other 

techniques of dimensionality reduction on the same 

dataset. These unsupervised DR techniques can also 

be analyzed for different forms of high dimensional 

data such as video, audio, micro gene expression 

data, etc. 
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