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Abstract – In our everyday life huge amount of data is 

generated from modern information systems and digital 

technologies. It’s a non separable part in our daily life. A 

massive amount of data is generated in this digital age. 

But traditional data analysis may not able to handle to 

this The extraction of knowledge for decision-making 

from these enormous data sets necessitates a lot of effort 

at various levels. The primary goal of this study to 

explore the impact of big data challenges, research issues 

and related  tools. As a result, this article can be used as 

a starting point for looking at big data at different 

phases. 
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I.INTRODUCTION 

 

Data is generated from a variety of sources in the 

digital world, and the rapid growth of digital 

technology has resulted in the creation of big data. It 

enables for evolving breakthroughs in a broad variety 

of fields. Naturally Big Data is classified into 

structured, semi-structured or Unstructured. 

Traditional data management, warehousing, and 

analysis solutions are incapable of analyzing the 

massive amounts of data due to the difficult scenario. 

Distributed architecture file systems are used to store 

Big Data. 

A. Big data characteristics 

Big data is a collection of data from various sources 

often its characterized by what becomes known as the 

V’s.[1] 

Volume: Volume is the huge amount of data generated 

every second in social media, cell phones, cars, 

images, video and whatnot. 

Variety: Variety means different kinds of structured, 

semi structured and unstructured data. 

Velocity: Velocity refers the speed of data generated 

distributed and collected. 

Veracity: In terms of accuracy, the data's credibility. 

Value: It’s actually stores the valuable, relevant and 

trusted data need to be saved, processed and analyzed. 

 
Figure [1]: Characteristics of Big Data 

 

II.DATA ANALYTICS AND LIFE CYCLE 
 

Big data analytics is a technique for analyzing and 

interpreting digital data and information. The 

functional features of digital products and services are 

determined by technological and analytical 

advancements in big data analytics (BDA). With the 

fastest and growing data generations, it's critical to 

streamline and understanding the method and 

mechanism by which big data analytics may provide 

value to industries in a variety of ways.  

Data life cycle management is extremely beneficial to 

any company or application that uses and processes 

data to generate results. Data is created from a variety 

of sources and is accessible in a variety of formats [2]. 

It contains number of phases.  

 
Figure [2]: Data Analytics life cycle 
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Phase 1:  

Discovery:  This is the first phase of the data analytics 

life cycle, and it outlines the data's purpose and how to 

accomplish it. To begin, establish all of the essential 

objectives and have a thorough understanding of the 

business area.  

Gathering resources by examining the models that will 

be produced and evaluating the data sources that will 

be require. 

The most important activities in this phase will be 

framing the business problem, generating an initial 

hypothesis that can be tested later using data, and 

starting data learning. 
 

Phase 2:  

Data Preparation: Prior to modeling and analysis, this 

step will encompass gathering, processing, and 

filtering the data. Assuring data availability for 

processing is one of the most important factors.  

Various data sources are identified, and the amount of 

data that can be acquired in a given time frame is 

calculated. In this phase, the following data collection 

methods are used: 

Data acquisition: gathering information from outside 

sources. 

Data Entry:  Manually enter data points or use 

computerized systems. 

Signal reception: Data collection from digital devices, 

such as IoT devices and control systems, is referred to 

as signal reception. 
 

Phase 3: 

Model Planning: During this stage, the group decides 

on the tactics, processes, and work process it will use 

for the subsequent model structure stage. The group 

examines the data to determine the relationships 

between variables and, as a result, selects crucial 

factors and the most logical models. 
 

Phase 4: 

Model Building: The team has developed datasets for 

testing, preparation, and construction. Furthermore, 

based on the work done in the model planning stage, 

the group constructs and executes models in this step. 

The team also considers if its present equipment would 

suffice for running the models, or whether a more 

powerful environment will be required for executing 

models and work processes. 

Phase 5: 

Communicate Result: This stage determines if the 

outcomes were successful or not. The results of the 

data analysis are analyzed, and suggestions are made 

as to how to present the findings and conclusions to 

various team members and stakeholders, taking into 

account the risks and assumptions. Key findings will 

be discovered, business value will be validated, and a 

narrative will be developed to summarize and convey 

the findings to stakeholders. Make recommendation 

for the future work or enhancements to current 

processes as well. The model's impact on stakeholders' 

processes must be understood. 

 

Phase 6: 

Operationalize: In the final phase, the team will 

present the stakeholders with the full in-depth report, 

including briefings, coding, important results, and all 

technical documents and papers. 

This method allows you to learn about the model's 

performance and restrictions in a live setting on a 

small scale and make the necessary improvements 

before deploying it. The outcomes are regularly 

checked to ensure that they are in line with the 

predicted outcomes. The report can be completed if the 

findings are precisely aligned with the goal. The model 

can then be implemented and integrated into the 

company.[3] 
 

III.BIG DATA PROCESSING TOOLS 
 

There are many different technologies available to 

process big data. In this section, we go over some of 

the current methods for analyzing big data with a focus 

on Map Reduce, Apache Spark, and Storm, three 

crucial new tools. Batch processing, stream 

processing, and interactive analysis are the main foci 

of the majority of the technologies that are now 

accessible. The most of batch processing technologies, 

like Mahout and Dryad, are built on the Apache 

Hadoop architecture. Real-time analytics is where 

stream data applications are most frequently deployed. 

Storm and Splunk are two examples of large-scale 

streaming platforms. Users can immediately interact in 

real time during the interactive analysis process to do 

their own analysis.[7] 
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Figure [3]: Workflow diagram for Big data 

 

(i) Apache Hadoop and MapReduce 

Apache Hadoop and MapReduce are the most well-

established software platforms for big data analysis. 

Java-based MapReduce is a processing method and a 

model for a distributed computing program. Map and 

Reduce are two vital functions that make it up the 

MapReduce algorithm. A set of data is transformed 

into another set through a map, where each element is 

separated into tuples (key/value pairs). The second 

action is a reduce task, which takes a map's output as 

input and concatenates the data tuples into a smaller 

collection of tuples. The reduction work is often 

dispenced following the map job because the name 

MapReduce implies. 

The main benefit of MapReduce is that processing of 

data can be scaled easily over the several computing 

nodes. The data processing primitives used in the 

MapReduce model are referred to as mappers and 

reducers. Typically it’s tough to divide a data 

processing application into mappers and reducers. 

However, scaling an application to run over hundreds, 

thousands, or even tens of thousands of servers in a 

cluster is just a configuration modification after it has 

been written in the MapReduce manner. The 

MapReduce approach has gained popularity among 

programmers because of its simple scalability. 

 
Figure [4]: Hadoop MapReduce 

 

(ii) Apache Spark 

An open-source large data processing framework 

called Apache Spark was created for quick processing 

and smart analytics. It was created in 2009 in UC 

Berkeley's AMPLab and is simple to use. As an 

Apache project, it was released as open source in 2010. 

Java, Scala, or Python applications can be swiftly 

written with Spark. It enables SQL queries, streaming 

data, machine learning, and graph data processing in 

addition to map-reduce operations. Spark provides 

enhanced and additional capability on top of the HDFS 

architecture already existing in Hadoop. Spark has a 

well-defined layered architecture every components 

and layers are loosely  
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Coupled. This architecture implemented with several 

extensions and Libraries. Apache spark architecture 

mainly classified into two main components. 

1. Resilient Distributed Dataset (RDD) 

2. Directed Acyclic Graph (DAG) 

➢ The main focus of spark is Resilient Distributed 

Datasets(RDD) ,It stores data in memory and 

gives fault tolerance without replication. It 

improves speed, resource utilization. Directed 

Acyclic Graph is a finite graph that performs a 

sequence of Computations on data. 

➢ Applications run in Hadoop cluster, up to 100 

times faster in memory and 10 times faster in disk. 

It is possible because  less amount of read and 

write operation done in disk. 

➢ Spark is Written in scala Programming Language 

and runs in Java Virtual Machine (JVM) 

environment also it’s supports Java, Python and R 

for developing applications using Spark. 

Figure [5]: Apache Spark Architecture 

(iii) Storm 

Apache storm main highlight is a fault tolerant, Fast 

with no Single Point of Failure (SPOF) distributed 

application. We can install it in many systems as 

needed to increase the capacity of the application. 

Apache storm internal architecture divided into two 

kinds of nodes, Nimbus and Supervisor. Nimbus role 

is Master node is the central component of apache 

Storm topology. it’s analyzes the topology and gathers 

the task to be executed after that it will distributed the 

task to an available supervisor. A Supervisor role is a 

worker node. It has a one or more worker processes 

and it governs worker processes to complete the tasks 

assigned by the Nimbus. Work process is the executed 

the specific task. A Worker processor not executes a 

task itself. It has multiple executors. An Executor is  a 

single thread originate by a worker process. A task 

performs the actual data it’s either spout or a bolt. 

Zookeeper maintains the shared data with robust 

synchronization techniques. It is the responsible for 

maintaining the state of nimbus and supervisor. Storm 

is stateless in nature. It helps Storm to process real 

time data in best possible and fastest way. It is also 

having advanced topology called Trident Topology 

with state Maintains and High-level API like Pig. 

Apache storm uses own distributed messaging system 

for communication internally between nimbus and 

supervisor. 

(iv) Apache Drill 

Apache Drill is a low latency Distributed query 

System for interactive analysis of big data. It has 

particularly designed for nested data. This has more 

flexibility to support multiple types of query 

languages, data formats and data sources. It has able to 

scale up to 10000 servers or more and reaches the 

capability to process petabytes of data and trillions of 

records in seconds. Apache Drill uses the storage for 

HDFS, and map reduce for batch analysis. Drill 

extremely user friendly and developer friendly. 

Challenges in Big data Analytics 

Now a days we find big data in marketing Media and 

Entertainment, Health care, Government Sector, 

Biochemistry, Transportation, Weather patterns and 

Education. 

Social computing and internet search indexing are 

some are the web-based usage of big data. We can 

have the help of internet search indexing like ISI, 

Scopus, IEEE, Reuters to do prediction of markets and 

social network analysis. These are some of the areas 

where extensive research is a must of course 

opportunities and challenges are inseparable. [17] 

Analyzing big data in the higher level is a challenge. 

The methods of analysis of data such as statistical 

methods and computation techniques are suitable with 

the small data size and not for big data. 

• Data storage and Analysis 

• Information Security 

• Discovery of knowledge and Computational 

complexity 

• Scalability and Visualization of data are some of  

the challenges we take in big data analytics. 
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A) Data Storage and Analysis 

Now a days we live more interconnected world that 

generates a huge amount of data by various sectors 

such as mobile devices, aerial sensory technologies, 

remote sensing, radio frequency, identification readers 

etc. These kinds of data spending much cost to storing 

them whereas they ignored or deleted finally because 

there is no space to store so the first challenge for big 

data analysis is storage medium and higher input and 

output speed. In that case data accessibility should be 

the top priority. In Past years we are storing the data in 

hard disk it slower the input and output performance. 

Solid state drive(SSD) and Phrase change 

memory(PCM) was introduced overcome these kinds 

of problems. Another challenge with big data analysis 

is attributed to diversity of data with the growing 

datasets. Data reduction, data selection, feature 

selection is a major task when dealing the large 

datasets. Hadoop and map Reduce technologies make 

it possible collect huge amount of structured and 

unstructured data in a desired time. A key process is to 

analyze the data in effective manner. Semi Structured 

and unstructured data into structured data is the 

standard process. [36] 

The major task is to develop storage systems and to 

elevate productive data analysis tool that ensure 

guarantees on the output when we get data from 

different sources. To improve and scalability design of 

machine learning algorithm for big data analysis needs 

serious attention. 

 
Figure [6]: Big Data Sources 
 

B) Information Security 

Meaningful trends are mixed by correlating and 

analyzing massive amount of data. Every organization 

has sensitive information, Information security is a 

major challenge in big data analysis. Authentication, 

Authorization and encryption are useful for upgrading 

security of big data. However lack of intrusion system, 

real time security monitoring and scale of network 

multiplicity of devices are some of the security 

measures in big data applications. 

Despite extensive work done to secure big data, but it 

demands lot of upgrading development of multilevel 

security, where privacy in a prime concern is a nut to 

crunch. [4] 
 

C) Discovery of knowledge and Computational 

complexity 

The list of challenges is without incomplete without 

knowledge discovery and representation. Fuzzy set, 

Rough set, Soft set, near set, Formal set concept 

analysis of concept analysis are some of the tools for 

knowledge discovery and representation. Real life 

problems are processed using hybridized techniques. 

These techniques are not only for problem dependent 

but also not suitable in large data set in a sequential 

computer. As the size of the big data is exponentially 

large efficient use of available tools to process these 

data for meaningful information is a question mark. 

Data warehouse and data marts are popular approaches 

in this context. Data sourced from operational systems 

are stored in data warehouse but data marts facility 

analysis. 

Inconsistence and uncertainty found in the dataset 

demand more computational complexities here use of 

systematic modeling of the computational complexity 

is not worthy. The comprehensive mathematical 

system may be establishing difficult but not 

impossible. 

By comprehending the particular complexities, a 

domain related analytics can be done. Machine 

learning techniques are least memory requirements 

user extensive research and survey in this direction. 

Attempts are made for cost reduction in computational 

complexities performance of current big data analysis 

tools in dealing with computational complexities, 

uncertainty and inconsistencies are not encouraging. It 

is hue we have a big task to develop techniques and 

technologies to handle computational complexities 

with remarkable performance. 
 

D) Scalability and visualization of data 

Big data analysis technologies suffer from scalability 

and security. In the past moore’s law helped to 

accurate data analysis to some extent increment 

techniques come to handy to solve scalability problem 
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in big data analytics. Since there is a mismatch 

between data size scaling and CPU speeds, processor 

technology is extended with intensive number of 

cores. 

This latest development in processor leads to a new 

domain called parallel computing finds application in 

navigation, finance, internet scratch and social 

networks. There comes visualization of data, when we 

present data more adequate using some techniques of 

graph theory.  

Graphical visualization is to support data with proper 

interpretation. E-commerce companies like Alibaba, 

Amazon, Flip cart, Big basket and E-bay generate a lot 

of data because they have millions of users and billions 

of goods. A tool called tableau used here for big data 

visualization. Tableau does a job to transform large 

and complex data into intuitive pictures. It is not up to 

the mark to meet the latest expectation in 

functionalities response in time. 

Big data are completing us for designing of hardware 

and software this hardware and software will take the 

que to cloud computing, parallel computing 

visualization process and scalability. Here comes the 

correlation of mathematical models to computer 

science. 

IV.CONCLUSION 

 

Big data provides more choices because of related 

technologies and tools. Now a days vast amount of 

data generated in years. Analyzing  these data is very 

challenging task to us. End of this paper , we survey 

the various tools ,life cycle and different kinds of 

challenges used to analyze these big data. From this 

survey, it’s understood every big data has individual 

focus. Some of the big data tools designed for batch 

processing and some of them for real- time analytic. 

Every big data platform for developed for unique 

functionalities. Various kinds of analytics method 

used this like machine learning, data mining, 

intelligent analysis, cloud computing, data stream 

processing. Hopefully it has provide few useful 

discussion for researchers. 
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