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Abstract - In recent years, the taxi service industry has 

been booming and is expected to experience significant 

growth in the short term. Due to this growing demand, 

many companies have sprung up to offer cab rides to 

users. However, few companies charge higher fares for 

the same route. Therefore, customers have to pay an 

unwanted high amount even though the prices should be 

lower. The main objective is to estimate travel costs 

before booking a cab to have transparency and avoid 

unfair practices. 

Our system is designed to allow individuals to estimate 

taxi trip fares by using various dynamic conditions such 

as: - 

• Weather 

• Cab availability 

• Cab size and 

• The distance between two locations. 

The data that is already present helps in creating a 

mathematical model that records essential trends. This 

model is used to predict the future or suggest optimal 

outcomes. Different techniques and methods have been 

used to implement this system, e.g., Machine Learning, 

Supervised Learning, Regression Techniques, Random 

Forest, and parameter tuning (increasing model 

accuracy). 

I. INTRODUCTION 

 

Predictive analytics relies on historical data to forecast 

long-term events and identify important trends. 

Mathematical models are used to capture these trends, 

and current data is incorporated to predict future 

outcomes and make informed decisions. Recent 

advancements in technology, particularly in the fields 

of big data and machine learning, have greatly 

contributed to the success and appreciation of 

predictive analytics. 

Many industries leverage predictive analytics to 

accurately forecast various parameters, such as 

determining the fare amount for rides within a city. 

This enables resource planning and aids in making 

more precise predictions. For instance, a startup taxi 

company can utilize predictive analytics to consider 

numerous factors and develop models for fare 

prediction. This research aims to identify patterns and 

employ various methods to predict cab fare amounts 

within a specific city. 

The research work involves several steps, including 

training and testing the predictive models using 

different variables such as pickup and drop-off 

locations. By analyzing historical time series data, the 

research aims to create robust models that can 

accurately predict cab fares and enhance decision-

making in the taxi industry. 

II. LITERATURE SURVEY 

There is a significant amount of literature on cab fare 

prediction based on time series and machine learning 

techniques. Some notable studies include: 

1. "A Deep Learning Framework for Cab Fare 

Prediction" by Xia et al. (2019) - This study proposes 

a deep learning framework for cab fare prediction, 

which uses historical fare data and traffic data to make 

predictions. 

2. "Cab Fare Prediction Using Time Series Analysis 

and Machine Learning" by Agrawalet al. (2018) - This 

study uses time series analysis and machine learning 

techniques such as ARIMA and Random Forest 

Regression to make predictions of cab fare prices. 

3. "Forecasting Cab Fare Prices Using Time Series 

Analysis and Artificial Neural Networks" by Singh et 

al. (2017) - This study uses time series analysis and 

artificial neural networks to make predictions of cab 

fare prices and compares the performance of different 

neural network models. 

4. "Cab Fare Prediction Using Ensemble Machine 

Learning Techniques" by Singh et al. (2019) - This 

study uses ensemble machine learning techniques such 

as bagging, boosting, and stacking to make predictions 

of cab fare prices and compares the performance of the 

different ensemble methods. 
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The existing systems using CNN (Convolutional 

Neural Network) may have limitations such as lower 

accuracy due to various reasons. 

Fig 1.1 CNN Architecture 

 

III. PROPOSED SYSTEM 

The investigation found that although all the models' 

forecast error rates were below the industry standard 

of 5%, the regression tree model's mean error rate was 

higher than that of the multiple regression and lasso 

regression models.  This indicates that while the 

regression tree model may have a lower error rate for 

some seeds, it has a higher error rate for the majority 

of seeds compared to the multiple regression and lasso 

regression models. 

This suggests that while the regression tree model may 

have some advantages over the other models in certain 

situations, it may not be the best choice for the given 

dataset.  

The multiple regression and lasso regression models 

may have a more consistent performance and lower 

mean error rate, making them a better overall choice 

for the problem at hand. It's important to note that 

choosing the best model for a particular problem 

requires careful evaluation of the model's performance 

and consideration of the specific requirements and 

constraints of the problem. 

Fig 1.2 System architecture model 

IV. HARDWARE AND SOFTWARE 

REQUIREMENTS 

A. HARDWARE REQUIREMENTS 

♦ OS–Windows 10,11 (32and 64bit) 

♦ RAM – 4GB 

 

B. SOFTWARE REQUIREMENTS 

♦ Python / Anaconda Navigator  

♦ In Python language 

♦ Jupiter notebook 

V.  METHODOLGY 

Fig 1.3 Importing packages 

 

Fig 1.4 Data collection 

 

Fig 1.5 Data preprocessing 
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Fig 1.6 Feature extraction 

 

Fig 1.7 Training and Testing 

 

Fig 1.8 Model evaluation 

A.  ALGORITHM USED IN PROPOSED SYSTEM 

 
                         Fig 1.9 Linear regression 

 
                              Fig 1.10 Random forest 

 
                              Fig 1.11 KNN  

 
                     Fig 1.12 Gradient booster 
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B  TIME SERIES 

A stationary time series is a time series whose 

statistical properties (mean, variance, auto-

covariance) do not change over time. This means that 

over any time interval, the mean, variance, and auto-

covariance of the time series remain constant.  

A time series x at t is called to be non-stationary if its 

statistical properties depend on-time. The opposite 

concept is stationary time series. Most real-world time 

series are non -stationary. 

 

C DECOMPOSING TIME SERIES INTO TRENDS, 

SEASONALITY, RESIDUAL 

 
               Fig 1.13 Trend against time 

 
                 Fig 1.14 Seasonality against time 

 
                     Fig 1.15 Residuals against time 

 
                               Fig 1.16 White noise  

 
                        Fig 1.17Raw observations 

 
Fig 1.18 Multiplicative decomposition observed as 

trend, seasonal, and residual time series 

. 

VI. SYSTEM IMPLEMENTATIONS 

 

Fig 1.19 Count plot on passenger count 
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                       Fig 1.20 correlation matrix 

 

Fig 1.21 Relation between no of passengers and fare 

VII. RESULT 

The seven attributes for testing fare are: 

♦ Passenger count 

♦ Year 

♦ Month 

♦ Date 

♦ Day 

♦ Hour 

♦ Distance [within 40km] 

 
                              Fig 1.22 Result 

VIII. CONCLUSION 

The Project "CAB FARE PREDICTION BASED ON 

TIME SERIES USING MACHINE LEARNING 

TECHNIQUES” can provide several benefits. The 

results of the analysis can provide valuable insights 

into the trends and patterns in the data, as well as 

provide accurate predictions of future cab fare prices. 

This information can be useful for cab companies to 

make informed business decisions and optimize 

pricing strategies. 

IX. FUTURE SCOPE 

The future scope of a time series analysis project on 

cab fare using machine learning techniques is vast and 

promising. This Project can be extended by creating 

User Interface using Django, Machine Learning and 

Time-Series based technology. 
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