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Abstract: The advent of the World Wide Web and the rapid 

adoption of social media platforms (such as Facebook and 

Twitter) paved the way for information dissemination that 

has never been witnessed in human history before. With the 

current usage of social media platforms, consumers are 

creating and sharing more information than ever before, 

some of which are misleading with no relevance to reality. 

Automated classification of a text article as misinformation 

or disinformation is a challenging task. Even an expert in a 

particular domain has to explore multiple aspects before 

giving a verdict on the truthfulness of an article. In this 

work, we propose to use a machine learning ensemble 

approach for automated classification of news articles. Our 

study explores different textual properties that can be used 

to distinguish fake contents from real. By using those 

properties, we train a combination of different machine 

learning algorithms using various ensemble methods and 

evaluate their performance on 4 real world datasets. 

Experimental evaluation confirms the superior 

performance of our proposed ensemble learner approach in 

comparison to individual learners. 
 

I.INTRODUCTION 
 

In this digital age, fake news is a huge issue considering it 

hurts real-world communities by disseminating 

misinformation, destroying reputations, and igniting social 

unrest.Fake news can be a result of misinformation, or it 

can be an intentional attempt to intentionally mislead 

people. Now it has become harder and harder to recognize 

whether the news is legitimate news from fake news as 

social media has grown a lot.At the same time identifying 

and rectifying fake news is a significant concern for any 

news organization, so here comes machine learning, which 

can help in doing so.Machine Learning Techniques have 

shown promising results in detecting fake news with the 

help of analyzing vast amounts of data, in which it 

identifies patterns and it provides outcomes that are based 

on those patterns. Machine Learning can be applied in 

various ways and fields for the detection of false 

information. 

II. LITERATURE REVIEW 

 

Machine learning plays a major role in detecting 

fraud where the algorithms can be used according 

to the task such as classification or regression. 

There are many existing approaches present for 

the fraud detection. These existing systems can be 

improved and can become more robust in 

detecting the fraud by making the modifications 

using the current machine learning algorithms. 

The datasets used for the detection are mostly 

biased because there is only 2 to 3 percent of data 

is fraud labeled among the total. This problem can 

also be simplified by machine learning modules. 

 

PROBLEM STATEMENT 

In an era where information spreads rapidly 

through various online platforms, the rise of fake 

news poses a significant challenge. The objective 

of this project is to develop a machine learning 

model for the detection of fake news articles. The 

dataset comprises news articles, and the task is to 

classify each article as either real or fake 

based on its content.  

 

About the data 

The dataset that we used in the project is Fake .we 

have converted the dataset in to csv file train.csv: 

A full training dataset with the following 

attributes: 

● id: unique id for a news article 

● title: the title of a news article 

● author: author of the news article 

● text: the text of the article; could be 

incomplete 

● label: a label that marks the article as 

potentially unreliable 
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III. METHODOLOGY 

 

Logistic regression is one of the most popular Machine 

Learning algorithms, which comes under the Supervised 

Learning technique. It is used for predicting the 

categorical dependent variable using a given set of 

independent variables. 

 

Logistic regression predicts the output of a categorical 

dependent variable. Therefore the outcome must be a 

categorical or discrete value. It can be either Yes or No, 

0 or 1, true or False, etc. but instead of giving the exact 

value as 0 and 1, it gives the probabilistic values which 

lie between 0 and 1. 

 

Logistic Regression is much similar to the Linear 

Regression except that how they are used. Linear 

Regression is used for solving Regression problems, 

whereas Logistic regression is used for solving the 

classification problems. 

 

Steps included 

1.Importing the required modules 

 
 

2.loading dataset 

 
 

2.Exploratory data analysis Finding the null values 

 
After dropping the null values by using isna 

function we can remove the null values 

  
 

3.Create a Combined Text Feature: 

Next is to Combine the author and title 

 
4.Text Preprocessing(Stemming): 

 
5.Split Data into Training and Testing sets: 

 
6.Train Logistic Regrission Model 

Create a Logistic Regression Model and train it on 

the training data 

 
Formula: 

Accuracy = correctly predicted samples/total 
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no.of sample 

precision= correctly predicted positive 

observations/total no.of predicted observations 

Use the trained model to make predictions on the testing 

set and calculate the accuracy 

 
 

Make predictions on New Data: 

Certainly! To make predictions on new data, you can 

follow these steps using the trained Logistic 

 

Regression model:  

Assuming you have a new text data for prediction, you 

can use the following code snippet: 

 
Replace "Insert your new text here" with the actual text 

you want to classify. The stemming function should be 

the same one used during the preprocessing of the 

training data. This snippet will output whether the new 

text is predicted as "Fake news" or "Real news" based on 

your trained Logistic Regression model 

 

VI. CONCLUSION 

 

In conclusion, this project employs logistic regression 

and TF-IDF vectorization for text classification, 

specifically distinguishing between "Fake news" and 

"Real news" using a provided dataset. The preprocessing 

steps, including stemming and removal of stopwords, 

contribute to feature engineering. The logistic regression 

model is trained and evaluated on the training set, with 

accuracy serving as the performance metric. The project 

demonstrates a practical application of natural language 

processing and machine learning techniques to categorize 

news articles based on their content. 

 

VII.FUTURE WORK 

 

For the future, we could make the project better 

by looking at pictures or sound along with text, 

making it easier to understand why the model 

makes certain decisions. We might also want to 

listen to feedback from users to improve the 

model continuously. Consider adding features 

like figuring out where the news is coming from 

or understanding if the news is positive or 

negative. Keep the model up-to-date with the 

latest language trends, and think about privacy 

and security too. Making sure the model can 

handle tricky situations where people might try to 

trick it is important. Lastly, connect the system to 

real-time information for the latest news. These 

changes will help the project become smarter and 

more useful. 
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