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Abstract- This study explores the use of machine 

learning algorithms for early detection of Autism 

Spectrum Disorder (ASD), a neurodevelopmental 

condition affecting linguistic, cognitive, and social 

abilities. The research uses various algorithms, 

including Support Vector Machines, Random Forest, 

Naïve Bayes, Logistic Regression, and K-Nearest 

Neighbours, to identify ASD indicators during its early 

stages. Logistic Regression is found to be the most 

accurate predictive model, with Random Forest 

achieving the highest accuracy at 89.23%. This 

research offers a cost-effective and timely screening 

approach for ASD, improving the quality of life for 

affected individuals.  

 

I. INTRODUCTION 

 

Autism Spectrum Disorder (ASD) is a complex 

neurodevelopmental condition that impacts 

individuals' social interactions, communication 

abilities, and sensory processing. It can impair 

cognitive, emotional, and physical well-being and 

manifests with a wide spectrum of symptoms. 

Diagnosing ASD is a multifaceted process that 

requires extensive examination and assessment by 

psychologists and certified professionals, often 

involving tools like the Autism Diagnostic Interview 

Revised (ADI-R) and Autism Diagnostic 

Observation Schedule Revised (ADOS-R). 

Detecting and treating ASD in its early stages are 

critical to mitigate its impact, enhance an individual's 

quality of life, and expedite access to essential 

therapies. The integration of machine learning offers 

an opportunity to assess the risk of ASD more swiftly 

and accurately, facilitating quicker access to much-

needed therapies. Various screening methods have 

been developed to detect ASD in children, including 

the Autism Spectrum Quotient (AQ), Childhood 

Autism Rating Scale (CARS-2), and the Screening 

Tool for Autism in Toddlers and Young Children 

(STAT). Genetics play a significant role in ASD, 

with genetic mutations, gene deletions, copy number 

variations (CNVs), and other genetic anomalies 

being associated with the disorder. The 

manifestation of ASD varies widely, with some 

individuals being highly verbal and communicative 

while others exhibit minimal or no verbal 

communication. Diagnosing ASD largely depends 

on the expertise of medical professionals conducting 

direct interviews and observing behavioral patterns. 

In the past 25 years, significant strides have been 

made in the early detection of ASD, with changes in 

early behavior and brain structure being observed in 

babies as young as 6 to 12 months old.  

This project aims to develop a machine learning 

model that predicts ASD using neural networks, 

providing insights into whether comprehensive 

autism assessment is necessary.  

 

II. LITERATURE REVIEW 

 

Machine learning has been used to improve and 

speed up the diagnosis of Autism Spectrum Disorder 

(ASD). Previous studies have used forward feature 

selection, under sampling, brain activity metrics[1], 

soft computing techniques[3] and automated ML 

models. Some studies have also relied on data from 

brain neuroimaging[2]. Deep learning methods from 

functional brain networks built with brain functional 

magnetic resonance imaging (fMRI) data have been 

proposed for ASD diagnosis. However, these 

methods have limitations, such as high dependency 

on threshold parameters and spatial normalization 

design. Prediction techniques of ASD have been 

explored, with Kazi proposing an effective 

prediction model based on ML techniques and 

developing a mobile application for predicting ASD 

for people of any age. Supervised machine learning 

algorithms have been used to identify candidate ASD 

genes and investigate obscure links between ASD 

and other domains.  
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Previous contributions to ASD include analyzing 

current animal models, investigating the degree of 

engagement of children in interactions with their 

parents, proposing associative classification (AC)[7], 

and developing an end-to-end machine learning-

based system for classifying ASD using facial 

attributes. Other researchers have used cogency and 

machine learning to detect preliminary symptoms, 

ANN and SVM classifiers to identify autism 

spectrum disorder, and various algorithms to analyze 

genetic resource exchange.  

 

III. METHODOLOGY 

 

  
Data Collection and preprocessing  

Data collection and preprocessing are crucial stages 

in developing AI, ML, and NLP models for 

predicting autism. Acquiring structured information 

from reliable sources, such as healthcare institutions 

and autism clinics, and ensuring diversity in textual 

data is essential for robust and unbiased models. 

Data preprocessing involves addressing missing 

data, normalization, scaling, and encoding 

categorical variables into numerical values. Feature 

engineering can be employed to create new features 

or transform existing ones, and techniques like 

oversampling or under sampling can be used to 

balance the dataset. The dataset is then divided into 

training, validation, and testing sets.  

 

Feature Selection and Engineering  

Feature selection is a crucial process in AI, ML, and 

NLP models for predicting autism. It identifies 

relevant and informative features while discarding 

irrelevant ones, reducing complexity and improving 

performance. In autism prediction, it involves 

analysing demographic information, medical history, 

behavioural assessments, and NLP derived text 

features. Feature selection methods can be filter, 

wrapper, or embedded. It reduces data 

dimensionality, mitigates overfitting, and enhances 

model interpretability. Selected features may include 

demographic characteristics, medical history details, 

or textual patterns[10]. A well executed feature 

selection process streamlines the model and 

improves predictive power.  

 

Model Prediction  

The development of a machine learning model for 

autism prediction involves several steps. Data 

collection involves gathering and preprocessing 

diverse information, which is then divided into 
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training and testing datasets. Various algorithms are 

employed, and feature selection optimizes the 

model's performance. The model is trained on the 

training dataset, adjusting parameters to minimize 

errors. Performance is evaluated using the testing 

dataset, and model parameters are fine-tuned. 

Iterative refinement and cross-validation techniques 

are used to ensure robustness. The trained model is 

ready for real-world applications, predicting autism 

in new individuals. Random Forest (RF) is a 

machine learning technique that uses decision tree 

algorithms for classification and regression 

problems.  

 Naïve Bayes is a supervised learning method that 

uses probabilities like posterior, likelihood, prior, 

and marginal probability to predict outcomes.  

 Support Vector Machine (SVM) differentiates 

between groups using a line.  

Multiple Layer Perceptron (MLP) uses 

backpropagation for supervised learning. 

 
NLP Model Development:  

Natural Language Processing (NLP) is a technique 

used for predicting autism in textual data. It involves 

collecting and preprocessing text, converting it into 

numerical representations, and training the model on 

a labelled dataset. The model's performance is 

evaluated using metrics like accuracy, precision, 

recall, and F1-score. Iterative refinement and cross 

validation techniques ensure the model's 

generalizability. The final model can analyse and 

predict autism in textual data, making it a valuable 

tool for understanding and diagnosing autism 

spectrum disorder.  

Integration of AI and NLP models:   

AI and NLP models are combining to solve complex 

problems involving human language. This 

integration is particularly useful in autism prediction 

and diagnosis. AI can analyse diverse data sources, 

while NLP can extract meaning from text. This 

holistic understanding enhances autism prediction 

accuracy. AI-NLP models can automate textual 

analysis, reducing healthcare professionals' 

workload and speeding up diagnostics]15]. This 

integration also offers insights into linguistic 

markers of autism, potentially leading to more 
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effective interventions and support for individuals on 

the autism spectrum.  

 

IV. ANALYSIS AND RESULTS 

 

Dataset Analysis:  

The Quantitative Checklist for Autism in Toddlers 

(Q-CHAT) screening method was used to identify 

potential Autism Spectrum Disorder (ASD) in 

toddlers[20]. A shortened version, Q-CHAT-10, was 

used, with answers mapped to binary values. Graphs 

showed that most ASD positive cases occur around 

36 months of age, with significant signs occurring at 

3 years[24]. Autism is more prevalent in males than 

females, and Native Indian individuals have the 

highest observed ASD traits. The study suggests a 

weak link between jaundice-born children and ASD.  

Evaluation Matrix: Predictive models use four data 

points: response, eye contact, object points, attention 

drawbacks, pretence, and daydreaming. The 

confusion matrix gauges machine learning 

classification performance, with true positive (TP) 

indicating ASD, false negative (TN) indicating non 

ASD, false positive (FP) indicating  

incorrect prediction. 

 

COMPARISON OF CLASSIFICATION MODELS 

The study utilized five machine learning models, 

with Logistic Regression being the most accurate 

and suitable for small datasets and linearly split 

feature spaces, as indicated by the F1 score. 

 
 

V. PRECISION AND RECALL CURVES 

 

The study utilized five machine learning models, 

with Logistic Regression being the most accurate 

and suitable for small datasets and linearly split 

feature spaces, as indicated by the F1 score. 

 

 

 

 

 

 

 
VI. CONCLUSION 

 

The research developed an automated ASD 

prediction model using machine learning techniques 

to accurately detect autism in children. The model 

outperforms art methods but could state of the 

benefit from fuzzy logic algorithms. The study 

focuses on early ages and parents' responses, useful 

in realworld situations like orphanages. Future work 

will explore more features and alternative machine 

learning algorithms.  
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