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Abstract— The Credit Card Fraud Detection Web App is 

an advanced online platform designed to combat the 

growing threat of fraudulent activities related to Credit 

Card in financial transactions. Leveraging cutting-edge 

Artificial Intelligence (AI) algorithms and machine 

learning techniques we detect the transaction is Fraud or 

not The web application provides a robust and proactive 

solution to identify, prevent and also rectify the unauthorized 

credit card usage in real-time. We use a variety of machine 

learning models/classifiers to accomplish this, such as 

Random Forest (RF), Logistic Regression (LR), Naive 

Baiye(NB) 

 

Index Terms— Random Forest (RF), Logistic Regression 

(LR), Naive Baiye(NB) 

 

I. INTRODUCTION 

 

The Credit Card Fraud Detection Web App represents a 

critical tool in the fight against credit card fraud, 

minimizing financial losses for both consumers and 

financial institutions. 

 

By harnessing the power of AI and real-time 

monitoring, this platform sets a new standard for 

secure and trustworthy financial transactions in the 

digital age. 

 

The Credit Card Fraud Detection Web App aims to 

address the escalating issue of credit card fraud, which 

poses a significant threat to consumers 

 

With the increasing reliance on digital transactions, 

fraudulent activities have become more sophisticated, 

resulting in substantial financial losses and eroding 

trust in online payment systems. 

 

II. PROBLEM STATEMENT 

 

The problem statement encompasses creating robust 

algorithms that can analyse vast amounts of 

transaction data, detecting patterns indicative of 

fraudulent activity. 

 

The goal is to minimize false positives, ensuring 

legitimate transactions are not wrongly flagged, while 

maintaining a high level of accuracy in identifying 

suspicious or anomalous behaviour. 

 

This involves a constant adaptation to evolving fraud 

tactics and a balance between sensitivity and 

specificity in the detection process. 

 

Additionally, the problem involves addressing 

challenges such as imbalanced datasets, where 

instances of fraud are relatively rare compared to 

legitimate transactions. 

 

Solutions need to be resilient to evolving fraud 

techniques, adaptable to new patterns, and capable of 

providing timely alerts or interventions to prevent 

unauthorized transactions. Integration with advanced 

technologies like machine learning and artificial 

intelligence plays a crucial role in developing efficient 

and scalable credit card fraud detection systems. 

 

III. PROPOSED METHODOLOGY 

 

A Credit card fraud web app where the user has to enter 

his/her personal details and based on the transaction 

our system will apply various ML classifiers on the 

data 

 

And the transaction is fraudalent or not would be 

reported and notified 

 

Additional feature for the members would be that they 

can just provide the credit card name and number and 

our system would take their weekly bank statement and 

always keep them in check if fraud is detected or not 

 

If fraud is detected our web app will be the middle 
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agent between the user and the RBI 

 

And the user will get the money back in 30 days in his 

comfort space without checking or reporting fraud 

 

Everything will be reported to user via EMAIL and 

WATSAPP about the fraud detection and rectification 

of false transaction Such a system typically involves 

the following components 

 

IV. FLOW OF PROJECT 

 

The five phases are as follows: 

1) Collection of Datasets 

2) Pre-processing (Noise Removal) 

3) Data Analysis 

4) Train and Test data 

5) Applied Machine Learning classifiers 

Evaluation 

 

Flow of the Proposed System 

 
 

As demonstrated in the figure, the methodology to 

extract the output contains the several steps that are 

described below: 

 

1. Data Collection: 

Credit card fraud detection involves collecting and 

analyzing various data points, including transaction 

history, user behavior, and geographical information. 

Machine learning algorithms can then identify patterns 

and anomalies to flag potential fraudulent activities. 

In addition to transaction history, user behavior, and 

geographical information, credit card fraud detection 

systems often consider factors like purchase 

frequency, transaction amount, device used, IP address, 

time of day, and merchant reputation. This 

comprehensive data approach enhances the accuracy 

of fraud detection algorithms. 

 

Here we took real-time data of G-PAY and converted 

it into useful data 

 

 
 

2. Pre-processing: 

Data preprocessing in credit card fraud detection 

involves steps like handling missing values, scaling 

numerical features, encoding categorical variables, and 

addressing class imbalance. Additionally, it may 

include normalization, feature engineering, and outlier 

detection to ensure the input data is suitable for 

training robust machine learning models 

 

As we got raw data from GPAY we performed data 

cleaning ,data cleaning for credit card fraud detection 

may involve removing duplicate records, dealing with 

noisy data, and standardizing features. Feature 

selection techniques can be applied to identify and 

retain the most relevant attributes 

 

 
 

3. Data Analysis: 

Data analysis for credit card fraud detection involves 

exploring patterns, trends, and anomalies within the 

collected data. Descriptive statistics, visualizations, 

and correlation analysis help uncover insights. 

Advanced techniques, such as clustering or anomaly 

detection algorithms, can identify unusual patterns 

that may indicate fraudulent activities. This analysis 

informs the development of accurate models for 

detecting and preventing credit card fraud. 

 

4. Train and Test data 

For credit card fraud detection, you typically split your 

dataset into training and testing sets. Use a majority for 

training (e.g., 80%) and the rest for testing. Ensure 
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both sets have a balanced representation of normal and 

fraudulent transactions to avoid biased models. 

 

5. Applied Machine Learning classifiers 

In this proposed system applied different Machine 

Learning classifiers like Random Forest (RF), Logistic 

Regression (LR), Naive Baiye(NB) 

 

a. Logistic Regression (LR): 

Logistic regression is a statistical method for binary 

classification. It models the probability of an event 

occurring as a function of input features. By applying 

a logistic (S- shaped) curve, it maps a linear 

combination of input variables to a range between 0 

and 1, making it suitable for estimating probabilities 

and making binary decisions. 

 

Fig. 3. Result of LR 

 
 

b. Naïve Baiyes classifier (NB): 

Naïve Bayes algorithm is a supervised learning 

algorithm, which is based on Bayes theorem and used 

for solving classification problems.It is mainly used in 

text classification that includes a high-dimensional 

training dataset.Naïve Bayes Classifier is one of the 

simple and most effective Classification algorithms 

which helps in building the fast machine learning 

models that can make quick predictions. It is a 

probabilistic classifier 

 

 
Fig. 4. Result of NB 

 

c. Random Forest (RF): 

Random Forest is an ensemble machine learning 

algorithm. It builds multiple decision trees during 

training and combines their predictions for more 

accurate and robust results. It mitigates overfitting and 

increases accuracy by using features randomly. It’s 

widely used for classification and regression tasks, 

offering strong performance and interpretability. 

 

 
Fig. 4. Result of RF 

 

6. RESULT AND ANALYSIS 

 

Algorithm Accuracy score Precision 

score 

Random Forest 100.00% 1.00 

Logistic 

Regression 

90.100% 0.89 

Naïve Baiyes 84.8% 0.82 

 

During our analysis of various machine learning 

classifiers, we witnessed outstanding performance 

measure and its comparisons 
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[1] On the basis of Test Accuracy – 

 
 

[2] On the basis of precision – 

 
 

 

[3] On the basis of Recall- 

 
 

[4] On the basis of F-1 score- 

 
 

7. To remove the outliers Isolation Forest 

Isolation Forest is a technique for identifying outliers 

in data. Any data point/observation that deviates 

significantly from the other observations is called an 

Anomaly/Outlier. Isolation Forests(IF), similar to 

Random Forests, are build based on decision trees. 

And since there are no pre-defined labels here, it is an 

unsupervised model. 

 

How the Isolation Forest Algorithm Works 

The Isolation Forest Algorithm takes advantage of the 

following properties of anomalous samples (often 

referred to as outliers): 

 

Fewness — anomalous samples are a minority and 

there will only be a few of them in any dataset. 

 

Different — anomalous samples have values/attributes 

that are very different from those of normal samples. 
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These two properties make it easier to isolate 

anomalous samples   from   the   rest    of    the    data    

in    comparison to normal points. 

 

 
 

Notice how in the figure above, we can isolate an 

anomalous point from the rest of the data with just one  

line and can be visually represented too 

 

CONCLUSION 

 

In our credit card fraud detection project, we 

implemented various machine learning algorithms to 

assess their performance. Remarkably, the Random 

Forest algorithm exhibited outstanding accuracy, 

achieving a perfect 100%. Logistic Regression also 

demonstrated strong performance with an accuracy of 

90.1%. Naive Bayes, while effective, displayed a 

slightly lower accuracy at 84.8%. 

 

These results suggest that our models are generally 

effective in identifying fraudulent transactions. 

However we considered essential additional metrics 

such as precision, recall, and F1-score to gain a more 

comprehensive understanding of each model's 

performance. Furthermore, exploring techniques like 

hyperparameter tuning, feature engineering, and 

ensemble methods may offer opportunities to enhance 

the overall effectiveness of our fraud detection system. 

Continuous anamoly detection and refinement and 

optimization of the models can contribute to even 

greater accuracy and robustness in identifying 

fraudulent activities. 
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