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Abstract - Polycystic ovary syndrome (PCOS) is a 

common endocrine disorder affecting reproductive-aged 

women worldwide. It is characterized by a complex 

interplay of hormonal imbalances, metabolic 

dysfunction, and ovarian abnormalities. Early detection 

and diagnosis of PCOS are crucial for timely 

intervention and management of the condition. This 

abstract presents an overview of various approaches and 

advancements in PCOS detection, highlighting both 

traditional and emerging methods. The traditional 

diagnostic criteria for PCOS include the Rotterdam 

criteria, which require the presence of at least two out of 

three features: irregular menstrual cycles, clinical or 

biochemical signs of hyper androgenism, and polycystic 

ovaries observed on ultrasound. However, these criteria 

have limitations, and newer diagnostic strategies are 

being explored Keywords: Predictive modeling, Model 

Training, Diagnosis, Machine Learning. 

 

Index Terms - Polycystic Ovary Syndrome, Support 

vector machine, Random Forest, Decision Tree and 

Naive Bayes  Classifier. 

 

I.  INTRODUCTION 

 

Polycystic Ovary Syndrome (PCOS) is a common 

endocrine disorder affecting by women. It is 

characterized by hormonal imbalances, enlarged 

ovaries with multiple cysts, and various symptoms 

such as irregular menstrual cycles, excess hair growth, 

and fertility issues [1]. Diagnosing and managing 

PCOS can be challenging due to its heterogeneous 

nature and complex etiology. Machine learning 

techniques have gained popularity in medical research 

and clinical practice, offering efficient tools for 

analyzing large datasets and making accurate 

predictions [2]. Design an efficient decision tree 

model for the diagnosis and analysis of Polycystic 

Ovary Syndrome (PCOS). Compare and evaluate the 

performance of the SVM/decision tree model using 

different machine learning approaches on PCOS data to 

identify the most accurate and reliable classification 

technique for PCOS diagnosis [3] [4]. PCOS is often 

under-diagnosed or diagnosed late, leading to delayed 

treatment and potential health complications. 

Developing an accurate and reliable method for early 

detection can help identify PCOS at its early stages, 

allowing for timely intervention and management [5]. 

PCOS detection project aims to improve the quality of 

life for women with PCOS by enabling early diagnosis, 

personalized treatment, and comprehensive support. It 

has the potential to positively impact reproductive 

health, mental well-being, and long-term outcomes for 

individuals affected by this syndrome. 

 

II. RELATED WORK 

 

Polycystic ovary syndrome is common most of the 

women in the world like African and white women 

(5%-8%), Spain (6.8%-13%) [3] and it is most common 

in Asian country [4]. 

A woman affected by PCOS has some common 

syndrome like hair fall, unusual blood pressure, 

excessive weight, menstrual cycle length, pregnancy 

[3]. For detecting Polycystic 3D ultra-sounds and 

Pulsed-Doppler ultrasounds have an efficient result 

[16]. Automated screening for detecting the presence of 

PCOS has been done with Logistic Regression and 

Bayesian classifier [14]. But our result is more 

satisfying. Another study for PCOS identification was 

done using an ultrasonography, clinical, and endocrine 

factor based on feature Follicle No, Period cycle length 

primary infertility but the number of data is only 60 

patients which is too low to go for valuable decision 

[13]. A morphological image processing filter with a 

watershed    algorithm was applied in the ultrasound 

image to detect the PCOS [17]. The main purpose of 
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our study to find the presence of PCOS in a patient 

applying different machine learning methods like 

SVM, Decision Tree and Random Forest Algorithm 

for better accuracy than the performed Random Forest 

and Naive-Bayes classification. 

 

III. DATA COLLECTION 

 

For applying our machine learning approaches a 

dataset is driven from ten individual hospitals where 

data contains a patient’s physical health condition to 

regulate PCOS related problems. We have a total of 

542 data where 177 people are affected by PCOS and 

the rest of the patients are normal. Clinical features 

are the main focus on the feature mostly relatable 

for PCOS [8]. The menstrual cycle plays a vital role to 

define PCOS as an irregular and infrequent cycle of 

the period which is the first symptom of PCOS. The 

dataset contains 31 individual features for the 

confirmation of having PCOS.  Have   BMI 25 is 

considered overweight according the World Health 

Organization (WHO) [23]. Overweight is another 

prominent issue for PCOS diseases. Hair growth, hair 

loss, weight gain are some more visible changes [9]. 

Other dominant features are respiratory rate, 

hemoglobin rate in blood, menstrual cycle length, 

pregnancy, and marital status, follicle-stimulating 

hormone, luteinizing hormone, thyroid hormone, anti-

mullein hormone level, prolactin level, and 

endometrium and RBS test. Imbalanced hormones are 

needed to test. Throughout our research, we 

guarantee to establish the most significant features that 

are required to keep an eye on for every woman to 

prevent at an early stage [10]. 

 

IV. SYSTEM ARCHITECTURE 

 

Preprocessing part a balanced dataset is made by 

reducing the abundant class size. Preprocessing is 

pursued by dividing the data into a training set and 

testing set for model creation. We handle 70% of data 

for training purposes and the rest for testing the 

accuracy of the selective models. Fig. 1 describes our 

proposed system architecture. The following figure 

high-lights 2 parts, one is the implementation of 

different methods of machine learning for performance 

evolution and the other is establishing the top most 

responsible features for PCOS. 

 
Fig.1. System Architecture 

 

V. IMPLEMENTATION OF DIFFERENT 

CLASSIFIERS 

 

SVM, Naive classifier, and Random Forest methods are 

implemented and finally, a comparison among them is 

produced deciding the best performer. The prediction is 

about whether a patient is affected by PCOS or not. 

A. SVM 

Support vector machine (SVM) is the most powerful 

ma- chine learning algorithmic model used as a binary 

classi- fication for minimizing generalization error by 

construction decision boundary explicitly [5] [6]. As 

SVM is more suitable for the complex dataset it 

performs better than any other machine learning model. 

The classification of SVM is linearly separable and the 

decision boundary is adjusted by a hyper plane between 

the nearest points of each categorical class. Regarding 

the other methods, it has a target factor whether a 

patient suffers from PCOS or not that is numerically 

presented as 1 and 0 respectively. The rest of the 

columns (follicle-stimulating hormone, luteinizing 

hormone, thyroid hormone, anti-mullein hormone 

level, prolactin level, etc.) are acted as predictors. 

Having this target value and predictors the dataset has 

split 70% into the training set and 30% into test set. 

For getting a better accuracy level the normalization is 

done to keep the data range between [0-1]. 

The normalization formula is below:  Normalize Value 

= (Value - Train min ) / ( Train max - Train min ). The 
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accuracy is generated by SVM if best for normalize 

factor and accuracy is 87%. SVMs can be used in 

PCOS diagnosis, especially when dealing with small 

datasets, feature-based analysis, linearly separable 

data, or a need for interpretable results. Two-way 

classifier we use Linear Kernel [17]. 

 
Fig. 2. Left Follicle No 

 
Fig. 3. Right Follicle No 

 

B.  NAVIE CLASSSIFIER 

It is a technique of classification based on Bayes’ 

Theorem, assuming individuality among predictors 

[12]. In a simple sense, the existence of a specific 

feature in a class is not related to the presence of 

another feature in a Naive Bayes classification. 

Implementing this classifier to our PCOS dataset, this 

gives a good result.  

C. RANDOM FOREST 

It creates a bootstrapped sample from the original 

dataset and creates a lot of decision trees in which the 

subset of variables is used randomly at each step. As 

with bootstrap sampling, several rows can be picked 

several times and many of them never, most of the time 

such out-of-bag samples are tested and always correctly 

labeled. It can be strongly mentioned that the Random 

forest classifier plays best and ends up with a solid 

conclusion as it considers every created decision tree’s 

opinion based on multi voting [11]. To define 

regression problems through the random forest, the 

Random Forest Repressor class of the sklearn ensemble 

library is used. Parameter n estimators sets the number of 

trees in the random forest. The results of our algorithm 

are observed from n estimator=100 and finally ended 

with n estimator=10000 where it works perfectly.  

 

D. COMPARISON 

Implementing these four methods, which method 

performs best can be compared. For that accuracy, 

precision, recall and  f1-score are considered as the 

parameters. The comparison among them is shown in 

Table [14]. SVM, Naive classifier, and Random Forest 

are implemented and SVM gave the best result. In this 

paper, some other methods are also implemented. 

TABLE -PERFORMANCE C O M P A R I S O N  

A M O N G  4  METHODS 

But Random forests can be concluded with the best of 

these classifiers based on this overall performance. Thus, 

further analysis was done with the help of the Random 

Forest. First, a decision tree is developed for each sample 

using it and select the best result from the prediction of 

those decision trees. Then the topmost responsible 

features are finally established. These most valuable 

attributes need to be approached with caution to avoid 

PCOS at the early stage. 

                                 

E. NAIVE BAYES 

Naive Bayes algorithm is a supervised learning 

algorithm, which is based on Bayes theorem and used for 

solving classification problems. It is mainly used in text 

classification that includes a high-dimensional training 

dataset. 

Naïve Bayes Classifier is one of the simple and most 

effective Classification algorithms which helps in 

building the fast machine learning models that can make 

quick predictions. 

It is a probabilistic classifier, which means it predicts on 

the basis of the probability of an object. 

The formula for Bayes' theorem is given as: 

 

Method Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

 (%) 

SVM 87 86 82 84 

Random Forest 81 83 78 80 

Decision Tree 76 75 74 75 

Naive Bayes 93 80 80 80 
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F. DECISION TREE 

It could be used when interpretability, feature 

importance, and visual representation are essential. 

They can provide a starting point for building more 

complex models or be used in ensemble methods to 

improve accuracy and generalization. 

They can provide a starting point for building more 

complex models or be used in ensemble methods to 

improve accuracy and generalization. One-way 

classifier we use Entropy (messy data are split based 

on values of the feature vector associated with each 

data point. 

Using the Random Forest method, a decision tree is 

developed. Shannon Entropy and Information Gain are 

the keys. The tree is shown in Fig. 4 in two parts. 

 
Fig. 4 Decision Tree 

 

G. VALIDATION OF MODELS 

The common performance evaluation metrics for 

validation of models include: 

Accuracy: - It is the proportion of the total number of 

predictions that were correct and can be calculated 

from the following equation: 

Accuracy =Tx+Ty Tx+Fx+Ty+Fy 

Where, Tx= True Positives, Fx= False Positives, Ty= 

True Negatives, Fy= False Negatives 

Recall: - I t  is defined as the percentage of total 

relevant results correctly classified by the algorithm. 

Recall=Tx/Tx+Fx 

Precision: - refers to the percentage of the results which 

are relevant. 

Precision=Tx/Tx+Ty 

F-statistics:-It is a metric that combines precision and 

recall and is calculated as the harmonic mean of 

precision and recall. 

Fn=(1+n^2) *precision*recall/((n^2precision) +recall) 

 

H.  FEATURE EXTRACTION 

Feature extraction is a crucial step in PCOS detection, as 

it involves selecting and transforming relevant 

information from the raw data that can be used as input 

to machine learning or deep learning models.  

In the context of PCOS detection, you can extract 

features from various data sources, including clinical 

data and medical images (such as ultrasound scans).  

Here's a detailed explanation of feature extraction for 

PCOS    detection: 

   1. Cycle Length: Calculate the length of menstrual 

cycles. 

   2. Cycle Regularity: Assess the regularity of menstrual      

cycles using metrics like standard deviation of cycle 

length. 

   3. Hormone Levels: Extract hormone levels, including 

FSH (Follicle-Stimulating Hormone). 

4. Glucose and Insulin: Extract fasting glucose and 

insulin levels. 

 
Fig. 5 Model Accuracy 

 

VI. EXPERIMENT RESULT 

        

PCOS detection project is the ability to identify the 

syndrome at an early stage. Early detection allows for 

timely intervention and management, which can help 

prevent or minimize the development of complications 

associated with PCOS. Early intervention can also lead 

to more effective treatment outcomes and improved 

quality of life for individuals with PCOS. Personalized 

treatment, improved reproductive health outcomes, 
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long-term health management, and contributions to 

scientific research. By detecting PCOS early and 

implementing appropriate interventions, individuals 

with PCOS can experience better health outcomes and 

quality of life. PCOS shares symptoms with other 

hormonal disorders and health conditions, such as 

thyroid disorders or adrenal gland abnormalities. 

These overlapping symptoms can complicate the 

detection process and lead to misdiagnosis or delayed 

diagnosis of PCOS. Distinguishing PCOS from other 

conditions with similar symptoms requires careful 

evaluation and exclusion of alternative causes. PCOS 

detection projects can help identify PCOS at an early 

stage, allowing for timely intervention and 

management. Early diagnosis enables healthcare 

providers to initiate appropriate treatments, lifestyle 

modifications, and counseling to address the 

symptoms and prevent long-term complications 

associated with PCOS. By detecting PCOS early, 

individuals can receive the necessary support and 

treatment to improve their quality of life 

 

VII. CONCLUSION 

 

PCOS detection projects contribute to education and 

awareness, both among healthcare providers and the 

general public. They enhance understanding of PCOS 

symptoms, diagnostic criteria, and management 

strategies, leading to improved access to healthcare 

services and support for affected individuals. By 

focusing on early detection, personalized treatment, 

fertility management, long-term health, education, and 

research, these projects can contribute to better 

healthcare outcomes and increased awareness of PCOS, 

ultimately leading to improved quality of life for those 

affected by this syndrome.       Future work in the field 

of Polycystic Ovary Syndrome (PCOS) detection is 

expected to bring about significant advancements in 

early diagnosis, treatment, and overall management of 

this prevalent endocrine disorder. Collection and 

curation of large and diverse datasets to improve the 

robustness and generalizability of PCOS detection 

models. This would involve collaboration with 

healthcare institutions and data sharing initiatives. 
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