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Abstract— Hand Motion Text Entry System refers to the 

process of writing or drawing in mid-air using hand 

gestures without the need for physical tools or surfaces. 

It is a form of gesture-based input that utilizes motion 

tracking technology to interpret hand movements and 

translate them into digital representations. This 

innovative method offers a unique and intuitive way to 

interact with digital devices, such as computers or virtual 

reality environments, without the need for traditional 

input devices like keyboards or touchscreens. Hand 

Motion Text Entry System has the potential to 

revolutionize human-computer interaction by enabling 

more immersive experiences, improving accessibility, 

and expanding the possibilities of creative expression. 

This abstract highlight the concept of air handwriting 

and its potential impact on the future of technology and 

human-machine interfaces. The problem of Hand 

Motion Text Entry System arises from the need to create 

a more efficient and intuitive method of inputting text 

and commands into electronic devices, particularly in 

scenarios where traditional input methods such as 

keyboards or touchscreens are not feasible or 

convenient. 

Index Terms— Data Collection Module, CNN Model 

Architecture Module, Training and Validation Module, 

Gesture Recognition Module, User Interface Module. 

 

I. INTRODUCTION  

Hand Motion Text Entry System, also known as 

virtual handwriting or gesture-based writing, is an 

innovative technology that allows individuals to write 

or draw in the air using natural hand movements. It 

combines the power of gesture recognition and 

augmented reality to create a unique and intuitive way 

of interacting with digital devices. With Hand Motion 

Text Entry System, users can form letters, numbers, 

and various symbols simply by moving their hands 

through the air. Sensors or cameras capture these 

movements and interpret them as digital writing, 

which can then be displayed on a screen or projected 

onto a surface in real time. This technology enables 

users to write without the need for physical tools like 

pens or keyboards, providing a more immersive and 

fluid experience. Hand Motion Text Entry System has 

the potential to revolutionize several domains, 

including virtual reality, augmented reality, and 

human computer interaction. In virtual reality, it 

allows users to write or annotate within virtual 

environments, enhancing communication and 

collaboration in fields such as design. 

II. LITERATURE SURVEY 

1.Paper name: Text Writing in Air  

Author: Saira Beg , M. Fahad Khan  ,Faisal Baig 

 Abstract: This paper presents a real time video based 

pointing method which allows sketching and writing 

of English text over air in front of mobile camera. 

Proposed method has two main tasks: first it track the 

colored fingertip in the video frames and then apply 

English OCR over plotted images in order to recognize 

the written characters. Moreover, the proposed method 

provides a natural human-system interaction in such a 

way that it do not require keypad, stylus, pen or glove 

etc. for character input. For the experiments, we have 

developed an application using OpenCV with JAVA 

language. We tested the proposed method on Samsung 

Galaxy3 android mobile. Results show that the 

proposed algorithm gains the average accuracy of 

92.083%  when tested for different shaped alphabets. 

[Ref: 

http://learnrnd.com/news.php?id=Magnetic_3D_Bio_

Printing] Here, more than 3000 different shaped 

characters were used. Our proposed system is the 

software based approach and relevantly very simple, 

fast and easy. It does not require sensors or any 

hardware rather than camera and red tape. Moreover, 

proposed methodology can be applicable for all 

disconnected languages but having one issue that it is 

color sensitive in such a way that existence of any red 
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color in the background before starting the character 

writing can lead to false results. 

 

2.Paper name: Fingertip Detection and Tracking for 

Recognition of Air-Writing in Videos  

Author: Sohom Mukherjeea, Sk. Arif Ahmed 

Abstract: Air-writing is the process of writing 

characters or words in free space using finger or hand 

movements without the aid of any hand-held device. 

In this work, we address the problem of mid-air finger 

writing using web-cam video as input. In spite of 

recent advances in object detection and tracking, 

accurate and robust detection and tracking of the 

fingertip remains a challenging task, primarily due to 

small dimension of the fingertip. Moreover, the 

initialization and termination of mid-air finger writing 

is also challenging due to the absence of any standard 

delimiting criterion. 

 

3.Paper name: Writing in The Air: Unconstrained Text 

Recognition from Finger Movement Using Spatio-

Temporal Convolution 

Author: Ue-Hwan Kim, Ye-Won Hwang 

Abstract: In this paper, we introduce a new benchmark 

dataset for the challenging writing in the air (WiTA) 

task—an elaborate task bridging vision and NLP. 

WiTA implements an intuitive and natural writing 

method with finger movement for human-computer 

interaction (HCI). Our WiTA dataset will facilitate the 

development of data-driven WiTA systems which thus 

far have displayed unsatisfactory performance—due 

to lack of dataset as well as traditional statistical 

models they have adopted. Our dataset consists of five 

sub-datasets in two languages (Korean and English) 

and amounts to 209,926 video instances from 122 

participants. We capture finger movement for WiTA 

with RGB cameras to ensure wide accessibility and 

cost-efficiency. Next, we propose spatio-temporal 

residual network architectures inspired by 3D ResNet. 

These models perform unconstrained text recognition 

from finger movement, guarantee a real-time 

operation by processing 435 and 697 decoding frames-

per-second for Korean and English, respectively, and 

will serve as an evaluation standard. 

 

4.Paper name: A UNIFIED CNN-RNN APPROACH 

FOR IN-AIR HANDWRITTEN ENGLISH WORD 

RECOGNITION 

Author: Ji Gan, Weiqiang Wang, Ke Lu 

Abstract: As a new human-computer interaction 

application, in-air handwriting allows the user to write 

in the air in a natural way. In this paper, we propose a 

unified CNN-RNN approach for in-air handwritten 

English word recognition (IAHEWR), which 

integrates the advantages of both convolutional neural 

networks (CNNs) and recurrent neural networks 

(RNNs). Specifically, the proposed approach follows 

an encoder-decoder framework, where the encoder is 

a deep CNN for efficiently processing the input 

temporal-sequential features, and the decoder is a 

RNN for accurately generating the target character 

sequence. We evaluate the proposed approach on an 

in-air handwritten English word dataset IAHEW-

UCAS2016, and the experimental results demonstrate 

that the proposed approach achieves the comparable 

recognition accuracy and much higher computation 

efficiency. 

III. MOTIVATION 

 

It describes how six-degrees-of-freedom hand motion 

data is used to recognize characters or words. We 

discuss air-writing from two angles. 

We select computer vision and handwriting analysis 

because we think that studying the recognition of air 

writing is a worthwhile subject. 

Children can be encouraged to participate in 

handwriting activities by using an engaging, sensory, 

and play-based approach. 

While the writing instrument pushes a little into the 

paper when writing, upward movements have some 

drag. 

Also, if handwriting is seen as difficult and time-

consuming, motivation to write may be significantly 

diminished, which could result in a lack of practice. 

Pour some flour on it to have him write with his fingers 

in the air or just on the ground. 

 

IV. OBJECTIVE 

 

• Gesture Control: To enable touchless control of 

electronic devices or interfaces through hand or finger 

movements. 

• Virtual and Augmented Reality: To create, annotate, 

or interact with virtual objects and environments. 
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• Accessibility: To enhance accessibility for 

individuals with disabilities, improving their ability to 

interact with technology. 

• Creative Expression: To provide a natural and 

intuitive way for artists and designers to create digital 

art and designs. 

• Data Entry and Control: To facilitate data input and 

machinery control in various industries. 

• Education and Training: To offer immersive and 

interactive learning experiences. 

• Communication: To interpret sign language gestures 

or enable alternative communication methods. 

 

IV. SCOPE OF THE PROJECT 

 

The scope of an air handwriting project encompasses 

the design, development, and implementation of 

touchless interaction technology that interprets hand 

or finger movements to control electronic devices or 

applications. It involves creating hardware and 

software components, robust gesture recognition 

algorithms, and user-friendly interfaces. This 

technology finds applications in diverse fields, from 

gaming and education to accessibility and industrial 

control systems. The project's scope also encompasses 

considerations for security, privacy, usability, 

regulatory compliance, and scalability. Additionally, it 

may involve market research and business strategies 

for potential commercialization. Collaboration with 

stakeholders and continuous maintenance and support 

are essential elements of a comprehensive air 

handwriting project scope. 

 

 

V.  ADVANTAGES 

 

1.Hygiene and Safety: It provides a touchless 

interaction method, reducing the risk of contamination 

and promoting hygiene in various settings. 

2.User-Friendly: Air Handwriting mimics natural 

handwriting, making it in-tuitive and user-friendly for 

individuals of all digital literacy levels. 

3.Enhanced Mobility: It offers flexibility and 

adaptability, enabling interaction in scenarios where 

traditional input methods may be impractical. 

4.Gesture Recognition: Incorporating gesture 

recognition allows for innovative and immersive user 

experiences, particularly in augmented reality and 

virtual reality applications. 

5.Inclusivity: It serves as an alternative input method, 

promoting inclusivity for individuals with physical 

disabilities. 

6.Efficiency: Streamlines common tasks like text 

entry, drawing, and navigation, potentially increasing 

user efficiency and satisfaction. 

 

VI. CONCLUSION 

 

In conclusion, air handwriting recognition using 

Convolutional Neural Networks (CNNs) is a 

promising technology with v-various potential 

applications. CNNs are a type of deep learning 

algorithm that have proven to be highly effective in 

image recognition tasks, making them well-suited for 

air handwriting recognition. By capturing the motion 

of a user’s hand in the air and converting it into visual 

data, CNNs can be trained to recognize and interpret 

these gestures as specific letters, words, or commands. 

This technology can enable gesture-based input 

methods that are intuitive and convenient, allowing 

users to interact with digital devices without the need 

for physical touch or traditional input devices like 

keyboards or touchscreens. Air handwriting 

recognition using CNNs has the potential to 

revolutionize various fields and industries. It can 

greatly enhance human-computer interaction in virtual 

reality (VR) and augmented reality (AR) 

environments, enabling users to input text or 

commands by simply writing in the air. This could 

enhance productivity and user experience in areas such 

as design, gaming, and immersive simulations. 
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VII. PROBABLE DATE OF COMPLETION 
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