
© June 2024 | IJIRT | Volume 11 Issue 1 | ISSN: 2349-6002 
 

IJIRT 165881 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 2023 

Interaction Between The Paralyzed Patients Eye Blinks 

Enables Written Communication Using The Haar Cascade 

Algorithm 
 

DHARSHINE R P1, KRISHNAMMAL N2 
1, 2 Dr. N. G. P. Institute of Technology 

 

Abstract— Paralysis, caused by conditions like stroke or 

ALS, can severely limit communication. People with 

Locked-in Syndrome (LIS) are especially challenged, 

unable to move or speak but retaining mental awareness. 

They often rely on caregivers to interpret blinks, leaving 

them dependent for basic communication. Our software 

offers a path to independence. It uses a camera to detect 

eye blinks and translate them into text. Users control 

everything with their eyes, making it accessible on even 

basic computers. By leveraging computer vision and 

language modeling, the software can predict words and 

speed up communication. This empowers people with LIS 

and others with paralysis to express themselves freely. 

Index Terms— Paralysis, LIS, Computer Vision, 

Language Modeling 

I. INTRODUCTION 

Imagine being trapped inside your own body, fully 

aware but unable to move. This is Locked-In 

Syndrome (LIS), caused by brainstem damage from 

strokes, injuries, or diseases like ALS. Described in 

1966, LIS severs communication highways in the 

brain, leaving people paralyzed. The severity varies. 

Total LIS offers no movement, with blinking as the 

sole communication option. Incomplete LIS allows 

some movement beyond blinking. The prognosis for 

LIS is often bleak, making communication critical. 

Traditional methods using limited muscle control can 

be ineffective. For those with total LIS, low-tech 

solutions like blinking Morse code offer a lifeline, but 

it's slow and laborious. Eye tracking technology offers 

a brighter future. By tracking eye movements, 

researchers have developed an "eye-mouse" system 

that translates blinks into text. This allows direct 

control of computers, eliminating keyboards and mice. 

This project using eye blinks is part of the ongoing 

effort to find solutions for LIS. While challenges 

remain, these advancements offer hope for improved 

communication and a better quality of life for people 

with this condition. 

II. METHODOLOGY 

A. Eye Blink Detection Algorithms 

Eye blink detection algorithms act like digital eyes, 

deciphering blinks from video footage.  These 

algorithms are often used in computer vision 

applications. There are two main approaches: facial 

landmark detection and thresholding. Facial 

landmarks pinpoint specific features on a face, like eye 

corners. By tracking these points, the algorithm can 

determine if your eyes are closed based on distance 

changes. Thresholding analyzes the brightness 

changes within your eye region. When your eyelids 

close, the area darkens, triggering a blink detection.  

These algorithms pave the way for applications like 

drowsiness detection or communication assistance 

tools for those with limited mobility. 

 

FIGURE 1 – Face Detection 

 

B. Detecting Blink of the Eyes with Facial Landmarks 

Imagine a computer program that reads your blinks! 

Facial landmark detection algorithms can do just that. 

They act like digital detectives, pinpointing specific 

features on your face, like the corners of your eyes. By 

tracking the distance between these points, the 

program can tell if your eyes are closed. When the 

distance shrinks significantly, it detects a blink. This 

technology has exciting applications, like drowsiness 
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detection or communication tools for people with 

limited mobility. It allows computers to understand a 

simple yet powerful signal – the blink of an eye. 

 

 

FIGURE 2 - Dlib Facial Landmark Plot 

 

C. GUI Development Using PYQT Framework 

PyQt is a powerful framework that allows you to build 

Graphical User Interfaces (GUIs) with Python code.  

Think buttons, menus, and windows – all customizable 

to your needs. PyQt leverages the familiar widgets and 

functionalities of Qt, a popular GUI toolkit, making it 

easy to learn and use. With PyQt, you can bring your 

programs to life with intuitive interfaces, enhancing 

the user experience for your applications. 

 

FIGURE 3 – Eye Facial Landmarks 

 

III. EYE ASPECT RATIO 

 

In Real Time Eye Blinking Using Facial Landmarks, 

Soukupová and Čech derive an equation that 

represents the Eye Aspect Ratio. The Eye Aspect Ratio 

is an estimate of the eye opening state. 

 

A program can determine if a person’s eyes are closed 

if the Eye Aspect Ratio falls below a certain threshold. 

IV. EXISTING SYSTEM 

Paralyzed individuals, particularly those with Locked-

in Syndrome (LIS), are locked in a silent struggle. 

Their limited control over voluntary muscles creates a 

significant communication barrier. Traditional 

methods rely heavily on caregivers to interpret eye 

blinks, leaving them dependent on external assistance. 

This lack of an independent voice significantly 

impacts their quality of life.  

 

Existing assistive technologies offer some glimmer of 

hope, but they often fall short of providing a truly 

comprehensive and user-friendly solution. Many 

solutions require cumbersome external devices, 

intricate setups, or complex interfaces. These factors 

limit accessibility and make daily use a frustrating 

chore.  

 

The current landscape lacks a truly intuitive, 

independent, and efficient communication system 

specifically designed for paralyzed individuals. 

There's a pressing need for a solution that empowers 

them to express themselves freely and independently. 

This would go a long way in improving their quality 

of life and fostering a sense of agency.  

 

By developing a more user-centered approach, we can 

bridge this communication gap and empower those 

facing paralysis to actively participate in the world 

around them. 

 

Feature Description Limitations 

Method 

Eye blinks 

interpreted by 

caregivers 

Requires 

external 

assistance. 

Dependent on 

caregiver 

availability 
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Benefits 

No additional 

equipment 

needed 

Slow and 

laborious 

communication 

Existing 

Technologies 

Assistive 

communication 

devices 

Often require 

complex setups 

or interfaces. 

May require 

external devices. 

Limited 

functionality 

Overall 

Inefficient for 

independent 

communication 

Creates a 

communication 

gap. Limits 

quality of life for 

paralyzed 

individuals 

TABLE 1 -Existing System 

V.  PROPOSED SYSTEM 

A.  System Overview 

"Blink to Text" tackles communication hurdles for 

paralyzed individuals. This software empowers users 

by translating eye blinks into text, offering 

independence and a more effective way to 

communicate. Unlike current methods requiring 

external help, Blink to Text allows for autonomous 

operation through eye movements. The user-friendly 

interface lets paralyzed users control everything with 

their eyes, promoting independence and self-

expression. Designed for accessibility, Blink to Text 

runs efficiently on low-end computers. It utilizes 

advanced eye blink detection via computer vision and 

incorporates language modeling to predict intended 

words based on blinking patterns. By bridging the 

communication gap, Blink to Text aims to 

significantly improve quality of life for paralyzed 

individuals, offering a practical and empowering 

solution. This represents a major leap forward in 

assistive technology, providing a transformative tool 

for those facing paralysis. 

 

 

 

 

 

 

 

 

B. Modules of Proposed System 

 

FIGURE 4 – Flow Chart 

C. Advantages 

• Increased Independence  

• Improved User Experience  

• Accuracy and Efficiency  

• Enhanced Quality of Life 

VI. IMPLEMENTATION AND RESULTS  

A.  System Implementation 

System implementation is the important stage of 

project when the theoretical design is tuned into 

practical system. The main stages in the 

implementation are as follows:  

• Planning  

• Training 

• System testing and 

• Changeover Planning  

 

Planning is the first task in the system implementation. 

Planning means deciding on the method and the time 

scale to be adopted. At the time of implementation of 

any system people from different departments and 

system analysis involve. They are confirmed to 

practical problem of controlling various activities of 

people outside their own data processing departments. 

The line managers controlled through an 

implementation coordinating committee. The 

committee considers ideas, problems and complaints 

of user department, it must also consider: 

• The implication of system environment  

• Self selection and allocation form implementation 

tasks  

• Consultation with unions and resources available  

• Standby facilities and channels of communication  
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The purpose of Prepare for System Implementation is 

to take all possible steps to ensure that the upcoming 

system deployment and transition occurs smoothly, 

efficiently, and flawlessly. In the implementation of 

any new system, it is necessary to ensure that the 

Consumer community is best positioned to utilize the 

system once deployment efforts have been validated. 

Therefore, all necessary training activities must be 

scheduled and coordinated. As this training is often the 

first exposure to the system for many individuals, it 

should be conducted as professionally and 

competently as possible. A positive training 

experience is a great first step towards Customer 

acceptance of the system. 

 

FIGURE 5 - Implementation 

B.  System Maintenance 

The maintenance phase of the software life cycle is the 

time period in which a software product performs 

useful work.  For maintaining this system properly the 

following points are to be followed strictly.  The 

executable file of forms and repots are given to the end 

users.  Also the backup should be taken in order to safe 

guard the system.  Maintenance activities involve 

making enhancement to software products, adapting 

products to new environment and correction problems. 

Software product enhancement may involve providing 

new functional capabilities, improving use displays 

and modes of interaction, upgrading external 

documents and internal documentation or upgrading 

the performance characteristics of a system. 

 

FIGURE 6 – Communication Result 

CONCLUSION 

In conclusion, Blink to Text represents a significant 

step forward in empowering individuals with 

Locked-in Syndrome (LIS) to communicate 

independently. By harnessing the power of eye blinks 

and incorporating sophisticated technology such as 

computer vision and language modeling, this 

software provides a lifeline for those who are 

otherwise unable to express themselves verbally or 

through traditional means. Through Blink to Text, 

individuals with LIS can regain a sense of agency and 

autonomy, as they no longer need to rely solely on 

caretakers or nurses to interpret their blinks. Instead, 

they can directly control the software and 

communicate their thoughts, ideas, and needs with 

greater ease and efficiency. Overall, Blink to Text not 

only facilitates communication but also fosters a 

sense of independence, dignity, and inclusion for 

individuals living with paralysis. By unlocking their 

ability to express themselves, this software opens 

doors to greater social connection, engagement, and 

participation in everyday life. 
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