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Abstract—Technology is upgrading day by day. With the 

improving technology, the security issues are also 

becoming challenging. As the number of people using 

network are increasing, the data will also get increases. 

It’s necessary to know if any person is entering our 

network which can give the attacker a chance to steal and 

misuse data. To handle this kind of issues, having an 

intrusion detection system is really necessary which can 

detect and give output of network traffic if it’s normal or 

not. This study first proposes a solution for designing 

network intrusion detection system by combining 

hierarchical clustering, Decision tree, Random Forest, 

and, twin support vector machine, that can be effectively 

used to detect various classes of network intrusion. Apart 

from that, different ML models like SVM, Random 

Forest, gradient boosting and so on are also trained to 

check the efficiency of the proposed system. The designed 

system will detect if the network traffic is Normal or not. 

If it’s an attack it also specifies the type of attack. In 

Combined model, hierarchical clustering algorithm will 

be applied for making network traffic uniform for 

training. After implementing the agglomerative 

clustering, a decision tree is constructed to reach the goal 

of reducing the error accumulation while constructing 

the decision tree. Finally, based on the above results, a 

network intrusion detection model is realized by 

incorporating twin support vector machines in the 

decision tree built, which detects the category of network 

intrusion. 

Index Terms—Decision Tree, Gaussian Naïve Bayes, 

Gradient boosting, Hierarchical clustering, IDS, 

Random Forest, SVM, Twin SVM. 

I. INTRODUCTION 

Data innovation (IT) is a broader field that 

incorporates cybersecurity, whereas cybersecurity is a 

specialized component of IT security. IT experts 

utilize computers and other innovation to store, 

recover, and oversee data. IT moreover incorporates 

IT security, which ensures touchy data from dangers, 

and cybersecurity, which centers on keeping computer 

frameworks, systems, and information secure from 

cyberattacks. With the expanding enhancement of 

computer systems and communication systems, the 

internet security is facing complex and different 

dangers of security such as arrange interruptions and 

many attacks. IDS is an watching framework that 

identifies suspicious exercises and produces alarms 

when they are identified and executed in conjunction 

with security concerns and strategies such as 

confirmation, security framework and encryption 

approaches to fortify security against cyber-attacks.  

Due to the dangerous development of organize 

activity, planning effective and strong organize 

interruption discovery frameworks in a huge 

information environment has gotten to be significant 

but troublesome. Subsequently, it is vital to ponder 

quick and precise brilliantly organize interruption 

discovery strategies to guard against different organize 

interruptions in complex arrange environments. So, in 

this paper, we proposed an IDS which is a combination 

of Hierarchical clustering, decision tree/ Random 

Forest and Twin SVM which can accurately detect for 

attacks in network traffic. 

In the proposed system, the designed IDS, not only 

classifies the data, but also it detects the category of 

attack which would be a multi class classification 

problem. 

Hence we tried to implement, IDS using only 

TWSVM but it gave low accuracy, so tried an 

experimental approach of combining multiple models. 

Designed IDS for combined Decision tree, 

Hierarchical clustering and Twin svm and also for 

combination of Random forest, Hierarchical clustering 

and Twin svm. 
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Also tested the designed IDS with traditional ML 

models like SVM, Decision tree, Gaussian Naïve 

bayes, Random Forest, and Gradient boosting. 

II. OBJECTIVES OF THE STUDY 

A. Primary Objective 

An Intrusion detection system need to be designed 

which detects if  network traffic is normal or abnormal.  

 

B. Secondary Objectives 

1. Preprocessing the data set 

2. Train the combined models(Decision 

tree+TWSVM, Rand+TWSVM) 

3. Train the Traditional models(SVM, Rand Forest, 

Gradient Boosting, Decision tree, Naïve Bayes) 

4. Get the results 

5. Performance evaluation based on accuracy. 

III. LITERATURE SURVEY 

Artificial intelligence as been developing day by day. 

With the development in technology, various ML 

algorithms are also proposed to construct Intrusion 

detection systems. 

Applying advanced techniques of ML to design an 

IDS is one of the important paths where we have scope 

for research. 

According to the ML algorithms used in the design, 

the IDS are divided into 2 types. They are: 

1. Traditional ML based IDS 

2. Deep learning bases IDS 

The traditional method design will be simple and the 

computation time will be low which can be used in the 

real time. 

The deep learning based methods generally have 

higher accuracy. But the design can be complex and 

for training, it requires good number of iterations. So, 

It can be time consuming.  

There are many intrusion detection systems available 

which have used traditional ML techniques in them. 

Most of them have used ML techniques like SVM, 

Random Forest, Decision tree and soon.  

One of the papers has given conclusion that Random 

Forest performed considerably well compared to other 

models in findong the malicious packets, with high 

performance metrics and Mathews correlation 

coefficient rates when verified on NSL-KDD 

dataset.[8] 

Some of the works have designed IDS which involves 

training and testing of models like Decision Tree, 

Gradient Boosting Tree, AdaBoost, Multilayer 

Perceptron, Long-Short Term Memory, and Gated 

Recurrent Unit for binary classification. The 

experimental results performed on UNSW-NB15 

dataset indicated that Decision tree performed better in 

the experiment. [7] 

In one of the other papers, when ML models are 

trained on, CIC-IDS-2017, UNSW-NB15, and CIC-

IDS-2018 datasets, it resulted that Decision tree and 

Random Forest are performing well when tested with 

real time data. [6] 

SVM has showed good performance in one of the 

other works related to IDS. [5] 

Apart from the models which used traditional ML 

models, there are also models designed for Adhoc 

networks like one of the models divides the overall 

intrusion detection work into a four-level hierarchy. 

This will leads to a very energy-efficient structure. 

Each monitor only needs to monitor a few nodes in its 

area, so it doesn't need to consume much power. They 

presented a policy-based detection mechanism and 

intrusion response and a GSM cell concept for an 

intrusion response architecture.[4] 

Other systems which include IDS using Genetic 

Algorithms. They employed the common KDD99 

benchmark dataset to develop and assess the 

effectiveness of the system, and able to get a 

respectable detection rate. A chromosome's fitness 

was determined using the conventional deviation 

equation with distance. [2] 

One of the other works includes using RST (Rough Set 

Theory) and SVM (Support Vector Machine) for 

intrusion detection. The RST-SVM method in 

framework resulted higher accuracy. [3] 

There are also few models proposed by combining 

multiple models which included combining Twsvm, 

Decision tree and Hierarchical clustering. This has 

given 85% accuracy when verified on NSL-KDD data 

set.[1] 

IV. TECHNOLOGY 

Intrusion Detection Systems observe network traffic 

activities or analyse data generated by a host to detect 

any intrusion attempts that compromise security. 

These systems are the frontline defence against 

cybersecurity threats in the industry, raising alarms 

when an attack is detected. Machine learning is one of 
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the fastest growing technologies which mainly focuses 

on the data and many more different algorithms that 

imitate in the same way that human beings learn.  

The Machine learning helps in improving the 

accuracy. It is one the branch of Artificial intelligence 

as well as the computer science. The machine learning 

allows the machine to learn automatically with the 

help of past information without programming the data 

clearly. Machine learning plays an important role in 

the upgradation of data science field. It uses many 

algorithms for building different mathematical models 

and it helps to predict the new output values based on 

the historic input values. 

A decision tree is a supervised learning algorithm of 

the machine learning class. It performs well in general 

on problems dealing with classification and 

regression. Decision trees breaks the dataset into 

smaller subsets using recursive process. This 

effectively results in a tree-like model for making 

decisions. Each internal node is a test about an 

attribute, the outcome of the test is defined by each 

branch, and a class label is defined by each leaf node. 

The underlying theme is to make a model that detects 

the value for some target variable based on simple 

decision rules that are taken from the data features. 

Decision trees are intuitive in the interpretation and 

visualization of the structure but can easily overfit if 

not pruned properly. 

A Support Vector Machine is one of the supervised ml 

algorithms which is used for classification models and 

sometimes in regression. It is primarily used in the 

domain of classification models. We represent every 

data item in an n-dimensional space, where n is the 

number of features. Here each feature is a value of a 

particular coordinate in the point.  

Next, in classification, we find the hyperplane which 

can separates the data into the two classes at its best. 

Support vectors are the data points close to the 

hyperplane and define its position and orientation. The 

optimal separating hyperplane maximizes the margin 

between the support vectors of classes. 

Twin Support Vector Machine (Twin SVM) is a ML 

algorithm derived from the regular Support Vector 

Machine (SVM). Unlike standard SVM, which 

constructs a single hyperplane to separate the classes, 

Twin SVM constructs two non-parallel hyperplanes, 

one for each class. These hyperplanes are closer to 

their respective classes and further from the other 

class, improving classification efficiency and 

accuracy. 

Twin SVM offers significant advantages over 

traditional SVMs: 

• Efficiency: Faster training times due to 

solving smaller quadratic programming 

problems. 

• Robustness: Better handling of noisy data. 

• Effectiveness: Improved performance on 

imbalanced datasets. 

In a traditional SVM, given a set of training data 

 are feature vectors and 

 are class labels, here the goal is to search 

for a hyperplane defined by: 

w.x=+b=0 

such that it increases the distance between the 

hyperplane and support vectore(data points) 

Twin support vector machine extends this idea by 

using two hyperplanes to better capture the separation 

between classes. The decision rule for Twin SVM can 

be formulated as follows: 

 
Here, w1,b1 define the parameters of the first 

hyperplane and w2,b2  define the parameters of the 

second hyperplane. 

The objective in Twin SVM is to simultaneously 

optimize the margins for both hyperplanes, subject to 

a penalty for misclassifications (similar to the soft-

margin SVM formulation). The optimization problem 

can be written as: 

 

Here, regularization parameter is C which controls the 

trade-off between maximizing the margin and 

minimizing the classification errors. ξi and ξi* are 

variables that allow for misclassifications, similar to 

the soft-margin SVM. 
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To solve the Twin SVM optimization problem, 

various techniques such as quadratic programming or 

decomposition methods can be employed. The goal is 

to find the optimal parameters w1,b1, w2,b2 that 

maximize the margin between the two hyperplanes 

while correctly classifying the training data. 

In Twin SVM, the optimization problem involves 

constructing two hyperplanes, one for each class, by 

solving two smaller quadratic programming problems. 

This reduces the computational complexity compared 

to standard SVM, which solves a larger single 

quadratic problem. 

 

The TWSVM works in the following way 

Constructing Two Hyperplanes 

Twin SVM constructs two non-parallel hyperplanes, 

each optimized to be closer to one class and further 

from the other. This involves solving two quadratic 

programming problems, one for each class. 

 

Solving Quadratic Programming Problems 

The programming problems which are quadratic in 

Twin SVM are smaller and more efficient to solve than 

the single problem in standard SVM. This results in 

faster training times and reduced computational 

complexity. 

 

Decision Function 

The decision function in Twin SVM determines the 

class of a new data point which will be based on its 

distance from the two hyperplanes. The point is 

classified to the class of the hyperplane it is closer to. 

Twin SVM is particularly effective for binary 

classification tasks, where it separates two classes with 

higher accuracy and efficiency. 

While Twin SVM is mainly introduced for binary 

classification, it can be further updated to multiclass 

classification using different techniques like one-vs-

one or one-vs-all approaches.By combining multiple 

TWSVMs, we can solve multi-class-classification 

problem. 

 

Fig. 1 Data classification in Support vector machine 

 

 

Fig. 2 Data classification in Twin SVM 

 

V. SYSTEM ARCHITECTURE 

 

Fig.3 Architecture of the designed IDS 

 

A. Methodology 

As shown in the above architecture, the process can be 

depicted in 3 steps. 

1. Data PreProcessing 

2. Train and Evaluate models 

3. Visualization 

• Processing the imported data set is an important 

role in creating the realistic IDS. 

• This processing includes multiple steps like, 

removing duplicate data, handling missing data, 

handling numeric data columns and some other 

erroneous data. 

• We have used SMOTE to get the equal samples in 

all different classes. 
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• Once the processing done, this data is passed to 

the multiple ML models created. 

• 2 models are proposed which is a combination of 

Decision tree/Random Forest, Hierarchical 

clustering and Twin SVM. This has resulted a 

good accuracy with less computation time. 

• Both the combined models has given same 

accuracy. 

• In the combined models, the following steps are 

implemented 

1. For the preprocessed data, firstly 

agglomerative hierarchical clustering is 

applied. This will lessen the error in the data 

classification during construction of decision 

tree. 

2. Once hierarchical clustering is done, the 

decision tree is built with the data which will 

effecively classify the data. 

3. Then TWSVMs are implemented in leaf 

nodes of decision tree which will again 

monitor network traffic before giving the 

output. 

4. As here the data detection is happening at 2 

levels, i.e., Decision tree and TWSVM, this 

will improve th ecomputation efficiency and 

accuracy of the system. 

• This model also got higher accuracy compared to 

previous projects related to the proposed system. 

• Just not like the regular models which classifies 

either Attack or Not as output, Our proposed IDS 

system models will classify data according to the 

Outcome type instead of providing “Yes” or “No” 

Output.  

• That is, it provides the output as “Normal” or if 

it’s not, it gives out the attack name as well. 

• Once the data sets are passed through all the ML 

models, we’ll be visualising their outcomes in all 

different performance metrics. 

 

B. Algorithm 

1. Import the necessary libraries  

2. Load the data set 

3.  Add columns to the data set 

4.Encode the categorical variables, excluding 

outcome  

5. Perform PCA to reduce dimensionality  

6. Apply Agglomerative clustering and add cluster 

labels as features7.  split the dataset 

7. Check the min no. Of samples in any class 

8. If min samples in class<1: 

              Apply SMOTE-ENN 

9. Train a decision tree to segment the data set 

10. Get the leaf node indices 

11. Train Twin SVMs on each leaf node 

12. Predict the result using decision tree and then the 

twin svm for the leaf node  

13. Train additional classifiers(DT, Random forest, 

Gaussian Naive bayes, SVM,  Gradient boosting) 

14. Evaluate the results  

15. visualization of results 

 

V. EXPERIMENTAL RESULTS 

In this section, proposed system was tested on  

benchamark data set named NSL-KDD. First the data 

set details are introduced then the results obtained by 

testing the data set are given. 

A. Data set description 

• NSL-KDD dataset which can be used by any one, 

and it was updated from KDD cup99 dataset 

which is taken from Kaggle. 

• It has 125,973 records in training data and the test 

dataset comprises 18,794 records.  

• The NSL-KDD dataset size is not high so it can 

be used for practical purpose directly without 

taking the random records. 

• This data set has delivered good outcomes from 

various research works.  

• It comprises 41 attributes (i.e., features). 

• The dataset contains of several predictor variables 

and one target variable, Outcome.  

• The data set size is 53Mb. 

• “Outcome” is feature that we are going to predict, 

if it’s normal or an attack. 

• Anything other than “Normal” is attack in the 

dataset. 

• The dataset consists of network connection 

records, each with 41 features. These features are 

divided into three categories: 
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• Every record is found as either normal or as an 

attack, where attacks falling into any of the four 

categories: 

 
 

Category Training data Testing data 

Normal 67343 9711 

Probe 11656 1106 

DOS 45927 5741 

U2R 52 37 

R2L 995 2199 

Table. I Distribution of data in NSL-KDD data set 

B. Results 

The results for each of the trained models will be 

displayed in the following way. 

The below are the reslts obtained from 2 combined 

models. 

 
Fig.4 Result of Combined TWSVM and Decision tree 

 

 
Fig. 5 Result of Combined TWSVM and Random 

forest 

 

Accuracy: 

Accuracy is defined as the ratio of the correctly 

predicted outcomes to the total outcomes. 

 

 
Fig.6 Comparison of accuracy over different models 

 

Precision: 

Precision is defined as the ratio of correctly predicted 

positive outcomes to the total predicted positives. 

              
 

 
Fig.7 Comparison of precision over different models 
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Recall: 

Recall is defined as the ratio of correctly predicted 

positive outcomes to all outcomes in the actual class. 

                    
 

 
Fig. 8 Comparison of Recall over different models 

 

F1 Score: 

F1 Score is defined as the harmonic mean of Precision 

and Recall. 

           

 
Fig. 9 Comparison of F1 Score over different models 

 

Computation Time: 

In machine learning (ML), computation time refers to 

the duration required to perform various tasks 

involved in the ML workflow. 

 
Fig. 10 Comparison of computation time over 

different models 

C. Comparison with previously proposed models 

 

Table. II Comparison of proposed model with 

previosly proposed models 

Compared to previous models, the current proposed 

model has given good accuracy as shown in above 

figure. 

VI.  CONCLUSION 

In this project, we proposed an IDS which is a 

combination of Hierarchical clustering, decision tree/ 

Random Forest and Twin SVM. The main reson 

behind combining the models is, a single TWSVM 

cannot handle muti-class classification and even if we 

handle it, the accuracy is low. So, we used 

experimental approach and designed an IDS by 

combining models. Both the models(DT+TWSVM, 

RF+TWSVM) have given 0.97 accuracy using 80% of 

data when tested with NSL-KDD data set. Along with 

combined models, also verified the performance with 

traditional ML models like SVM, Decision tree 

Random Forest, Gradient boosting, and Gaussian naïve 

bayes. Among these, Random Forest, SVM and 

Gradient boosting are also giving the same accuracy as 

combined model (RF+TWSVM & DT+ TWSVM) but 

compared to combined model, they are having higher 

computation time. All the proposed model not only 
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tells us if the traffic is normal or not, it also detects the 

category of attack. 

VII.  FUTURE SCOPE 

The obtained accuracy is by considering 80% of data. 

This accuracy can be improved more by increasing the 

size of the dataset. 

Here we have tested the IDS by combining the 2 

models(Decision tree and Random Forest) with 

TWSVM, this can be further improved by 

experimenting with other models. 

Gradient boosting algorithm is taking long amount of 

time to compute, this computation time can be reduced 

by using advanced techniques without compromising 

on accuracy. 
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