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Abstract: The proliferation of IoT technologies in the 

maritime sector has revolutionized Maritime 

Transportation Systems (MTS), enabling seamless 

communication between smart maritime objects and 

associated infrastructure. However, this 

interconnectedness exposes MTS to cyber threats, 

underscoring the need for advanced security measures. 

Traditional CTI-based solutions often suffer from low 

detection rates and high false alarms, highlighting the 

necessity for innovative approaches. The primary 

objective of this project is to develop an automated 

framework, DLTIF, to enhance the security of IoT-

enabled MTS. DLTIF aims to address the limitations of 

existing CTI-based solutions by employing deep 

learning techniques for threat detection and 

identification. Specifically, the framework focuses on 

improving detection accuracy, reducing false alarms, 

and providing early warning of cyber threats. The 

proposed DLTIF framework demonstrates promising 

results, achieving up to 99% accuracy in threat 

detection. Through rigorous evaluation and comparison 

with traditional and state-of-the-art approaches, DLTIF 

consistently outperforms existing methods, highlighting 

its effectiveness in enhancing the security posture of 

IoT-enabled MTS. And also added CNN and ensemble 

methods, like CNN+LSTM and Stacking Classifier 

(RF+MLP+LGBM), are incorporated for boosting 

accuracy and robustness. Stacking Classifier's 

impressive 100% accuracy validates ensemble 

approaches. Additionally, a Flask-based interface 

streamlines user testing, with built-in authentication 

ensuring security and access control. This broadens 

project capabilities with advanced modeling techniques 

and user-friendly implementation. 

Index Terms: Cyber-attack, cyber threat intelligence, deep 

learning, the Internet of Things (IoT), maritime 

transportation systems (MTS), threat type identification. 

I. INTRODUCTION 

Due to the affordability, and availability of low-cost 

Internet of Things (IoT) sensor, the number of 

embedded devices used in maritime world is rapidly 

increasing [1], [2]. This raises interest in Maritime 

Transportation Systems (MTS), which is a vast 

network of sensors or infrastructure associated with 

ship, port, or the transportation itself, such as bridge 

navigation systems, containers, cranes, shore-based 

facilities, autonomous underwater vehicles etc., [3]. 

Typically, such system is connected to enterprise 

network via heterogeneous communication 

infrastructure over an open channel Internet [4].  

This integration gives immense flexibility and 

versatility in the management of inter-maritime 

processes intelligently, resulting in improved 

productivity and resource utilization [5]. However, 

this convergence, and always online nature of IoT 

devices exposes the MTS network to serious security 

risk and makes entire transportation system 

vulnerable to devastating cyber-attacks [6]. In IoT-

enabled MTS, there are two types of attacks: physical 

and cyber. Physical attacks attempt to manipulate 

hardware components directly, whereas cyber threats 

generally employ malware or malicious programs or 

gain access to IoT network elements [7].  

The sophisticated cyber threats have shown the flaws 

of current cyber defenses, including firewalls and 

intrusion prevention and detection schemes. 

Moreover, since their strategies are based on routine 

heuristic and static attack signatures and therefore are 

unable to identify recent threats in the network [8]–
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[13]. As there is no security mechanism available for 

defending the diverse, and dynamic systems and 

processes. IoT-enabled MTS network are vulnerable 

to a new category of threats that take advantage of 

embedded devices, attack surfaces and network 

protocols [14]–[16]. The openness of IoT-enabled 

MTS network makes them extremely unprotected to 

zero-day attacks. Thus, it requires intelligent security 

solutions that can detect new cyber threats 

automatically [17], [18]. Cyber Threat Intelligence 

(CTI) refers to evidence-based threat analysis, that 

can be used to develop actionable strategies and 

minimize the disparity between sophisticated 

attackers and the capabilities of an organization 

defenses [19]. An efficient CTI can present 

information that is both valid and reliable (revealing 

credible threats) as well as actionable (implies a clear 

course of action for threat remediation) [20]. The 

main goal of CTI is to develop a threat detection 

process by allowing security controls to be changed 

in real time, improving the probability of identifying 

and preventing malicious behavior before it happens 

[21].  

Existing conventional security solutions are based on 

statistical and classical Machine Learning (ML) 

techniques for designing intelligent CTI models [19], 

[22]–[24], [13], [25]. Unfortunately, these models 

were complex, had lower detection accuracy, 

suffered with high false alarm rate and lacked 

generalization capability that made them difficult to 

use against the dynamic threats [4], [26], [27]. Other 

research used manual analysis to collect relevant 

threat information from non-traditional sources 

including hacker forums and “dark-web” media 

networks. However, manual processing of non-

traditional sources to obtain CTI is time-consuming, 

error-prone procedure, and requires a large 

investment of resources [19], [21], [28], [29]. Deep 

Learning (DL) techniques can effectively work with 

heterogeneous, unstructured, and large amount of IoT 

data and can be used to design an adaptive CTI 

model [30]. From the extremely massive data, DL 

techniques can automatically extract hidden threat 

indicators without any human interference [17], [18]. 

The research towards DL-enabled CTI models, 

particularly for IoT-enabled MTS networks, is still in 

its early stage [31]. 

II. LITERATURE SURVEY 

A key application of the Internet of Things (IoT) 

paradigm lies within industrial contexts. Indeed, the 

emerging Industrial Internet of Things (IIoT), 

commonly referred to as Industry 4.0, promises to 

revolutionize production and manufacturing through 

the use of large numbers of networked embedded 

sensing devices, and the combination of emerging 

computing technologies, such as Fog/Cloud 

Computing and Artificial Intelligence. The IIoT is 

characterized by an increased degree of inter-

connectivity, which not only creates opportunities for 

the industries that adopt it, but also for cyber-

criminals. Indeed, IoT security currently represents 

one of the major obstacles that prevent the 

widespread adoption of IIoT technology. 

Unsurprisingly, such concerns led to an exponential 

growth of published research over the last few years. 

To get an overview of the field, we deem it important 

to systematically survey the academic literature so 

far, and distill from it various security requirements 

as well as their popularity. This paper [1] consists of 

two contributions: our primary contribution is a 

systematic review of the literature over the period 

2011-2019 on IIoT Security, focusing in particular on 

the security requirements of the IIoT. Our secondary 

contribution is a reflection on how the relatively new 

paradigm of Fog computing can be leveraged to 

address these requirements, and thus improve the 

security of the IIoT. 

With increase in the demand for Internet of Things 

(IoT)-based services [16, 25, 38, 39], the capability to 

detect anomalies such as malicious control, spying 

and other threats within IoT-based network has 

become a major issue. Traditional Intrusion Detection 

Systems (IDSs) cannot be used in typical IoT-based 

network due to various constraints in terms of battery 

life, memory capacity and computational capability. 

In order to address these issues, various IDSs have 

been proposed in literature. However, most of the 

IDSs face problem of high false alarm rate and low 

accuracy in anomaly detection process. In this paper 

[2], we have proposed a anomaly-based intrusion 

detection system by decentralizing the existing cloud 

based security architecture to local fog nodes. In 

order to evaluate the effectiveness of the proposed 

model various machine learning algorithms such as 
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Random Forest, k-Nearest Neighbor and Decision 

Tree are used. Performance of our proposed model is 

tested using actual IoT-based dataset. The evaluation 

of the underlying approach outperforms in high 

detection accuracy and low false alarm rate using 

Random Forest algorithm. 

The recent emergence of Internet-of-Things (IoT) [2, 

10, 15] technologies in mission-critical applications 

in the maritime industry has led to the introduction of 

the Internet-of-Ships (IoS) paradigm. IoS is a novel 

application domain of IoT that refers to the network 

of smart interconnected maritime objects, which can 

be any physical device or infrastructure associated 

with a ship, a port, or the transportation itself, with 

the goal of significantly boosting the shipping 

industry toward improved safety, efficiency, and 

environmental sustainability. In this article [3], we 

provide a comprehensive survey of the IoS paradigm, 

its architecture, its key elements, and its main 

characteristics. Furthermore, we review the state of 

the art for its emerging applications, including safety 

enhancements, route planning and optimization, 

collaborative decision making, automatic fault 

detection and preemptive maintenance, cargo 

tracking, environmental monitoring, energy-efficient 

operations, and automatic berthing. Finally, the 

presented open challenges and future opportunities 

for research in the areas of satellite communications, 

security, privacy, maritime data collection, data 

management, and analytics, provide a road map 

toward optimized maritime operations and 

autonomous shipping. 

This paper [4] addresses these challenges by 

proposing a new threat intelligence scheme that 

models the dynamic interactions of industry 4.0 

components including physical and network systems. 

The scheme consists of two components: a smart 

management module and a threat intelligence 

module. The smart data management module handles 

heterogeneous data sources, one of the foundational 

requirements for interacting with an Industry 4.0 

system. This includes data to and from sensors, 

actuators, in addition to other forms of network 

traffic. The proposed threat intelligence technique is 

designed based on beta mixture-hidden Markov 

models (MHMMs) for discovering anomalous 

activities against both physical and network systems. 

The scheme is evaluated on two well-known datasets: 

the CPS dataset of sensors and actuators and the 

UNSW-NB15 dataset of network traffic [4], [21], 

[22], [26], [27]. The results reveal that the proposed 

technique outperforms five peer mechanisms, 

suggesting its effectiveness as a viable deployment 

methodology in real-Industry 4.0 systems. 

With the development of Internet of Vehicles (IoV), 

the integration of Internet of Things (IoT) and 

manual vehicles becomes inevitable in Intelligent 

Transportation Systems (ITS). In ITS, the IoVs 

communicate wirelessly with other IoVs, Road Side 

Unit (RSU) and Cloud Server using an open channel 

Internet. The openness of above participating entities 

and their communication technologies brings 

challenges such as security vulnerabilities, data 

privacy, transparency, verifiability, scalability, and 

data integrity among participating entities. To address 

these challenges, [7] we present a Privacy-Preserving 

based Secured Framework for Internet of Vehicles 

(P2SF-IoV) [7]. P2SF-IoV integrates blockchain and 

deep learning technique to overcome aforementioned 

challenges, and works on two modules. First, a 

blockchain module is developed to securely transmit 

the data between IoV-RSU-Cloud. Second, a deep 

learning module is designed that uses the data from 

blockchain module to detect intrusion and its 

performance is assessed using two network datasets 

IoT-Botnet and ToN-IoT. In contrast with other peer 

privacy-preserving intrusion detection strategies, the 

P2SF-IoV approach is compared, and the 

experimental results reveal that in both blockchain 

and non-blockchain based solutions, the proposed 

P2SF-IoV framework outperforms 

 

III. METHODOLOGY 

i) Proposed Work: 

The proposed system is DLTIF (Deep Learning-

Driven Cyber Threat Intelligence Modeling and 

Identification Framework) and is designed for IoT-

enabled Maritime Transportation Systems (MTS) in 

the maritime industry. DLTIF consists of three 

schemes: a deep feature extractor (DFE), CTI-driven 

detection (CTIDD), and CTI-attack type 

identification (CTIATI). The DFE scheme 

automatically extracts hidden patterns from the IoT-
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enabled MTS network, which is then used by the 

CTIDD scheme for threat detection. The CTIATI 

scheme is designed to identify the exact threat types 

and provide early warning to security analysts, 

enabling them to adopt defensive strategies. And also 

added, CNN and ensemble methods, specifically 

CNN+LSTM [26, 33] and Stacking Classifier, are 

integrated to enhance accuracy and robustness. In 

which Stacking Classifier achieved 99% accuracy, 

showcasing the efficacy of ensemble approaches. 

Furthermore, a Flask-based front-end interface is 

created to facilitate user testing, incorporating built-in 

authentication for enhanced security and access 

control. These models broadens the project's 

capabilities by integrating advanced modeling 

techniques and providing a user-friendly interface for 

practical implementation. 

ii) System Architecture: 

The proposed DLTIF framework uses DL approach 

to automate the extraction of threat pattern, and with 

the help of these meaningful patterns the abnormal 

behaviours are detected and finally, their types in 

IoT-enabled MTS [31] network is identified. The 

proposed DLTIF framework is shown in Fig 1. The 

network sniffing tool such as wireshark can gather 

raw packets at various choke points (such as mobile 

base stations) and can log them into a distributed 

database such as MySQL cluster database to enable 

real-time network monitoring [32]. As a result, the 

collected traffic is transformed into observations by 

network monitoring systems. Each observation 

represents useful information about the network 

connection statistics and features, which can assist in 

the detection of attacks. However, humans are 

normally taking control of integrating these points to 

form a pattern, which means that many hidden 

patterns are neglected. As a result, in the proposed 

DLTIF framework, we first introduce a data pre-

processing scheme to map nominal features to 

numeric and then features are normalized to same 

scale. Second, a DFE scheme is added that explores 

knowledge about network activities and anticipated 

attacks. Since, the IoT-enabled MTS network is 

mixed of normal, and abnormal events, monitoring 

such large MTS [31] data to extract benign and attack 

patterns is extremely challenging. As a result, the 

proposed DFE scheme automatically incorporates 

network data and produces a unique representation in 

this sense that includes more relevant and functional 

network patterns. The DFE scheme is constructed on 

a generative DL architecture, which allows it to learn 

unknown and unidentified patterns without knowing 

any groups (such as normal or abnormal). It can also 

extract general trends from a variety of data types, 

which is very useful for analyzing uncertain, and 

varied MTS [31] data and emerging threats. The DFE 

scheme’s data is feed into the CTIDD scheme, which 

determines whether certain patterns are related to 

threats. As a result, this approach lowers the 

dependency on passive attack detection methods that 

rely on conventional intrusion detection modeling 

(such as rules or signatures). Finally, to identify the 

exact attack type DFE extracted features are used by 

CTIATI scheme. Thus, based on exact threat types, 

the security analyst can take proper necessary 

prevention steps and analyst are relieved from heavy 

investigation work and ensuring that the industry are 

properly secured against threats [32]. 

 
Fig 1 Proposed architecture 

iii) Dataset collection: 

In this project used the NF ToN-IoT dataset and 

exploring its structure. We will examine the data to 

understand its features, data types, and potential 

challenges. This exploration helps in gaining insights 

into the dataset before further processing. It indicates 

that the proposed DFE-CTIATI scheme has obtained 

outstanding results and has achieved the values 

between 87-100% for PR, DR, and F1 score on both 

IoT-based datasets using ToN-IoT dataset [38, 39]. 

Moreover, DFE-CTIATI scheme has reduced FAR 

close to 0% for all attack and normal vectors. 
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Fig 2 NF ToN-IoT Dataset 

iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a 

significant role in this. It can help turn large amounts 

of data, including big data, into meaningful insights 

for quality management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to 

use in model construction. Methodically reducing the 

size of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a 

predictive model and reduce the computational cost 

of modeling. 

Feature selection [10], one of the main components 

of feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are 

employed to reduce the number of input variables by 

eliminating redundant or irrelevant features and 

narrowing down the set of features to those most 

relevant to the machine learning model. The main 

benefits of performing feature selection in advance, 

rather than letting the machine learning model figure 

out which features are most important. 

vi) Algorithms: 

Long Short-Term Memory (LSTM) – Variational 

Autoencoder (VAE): 

 Long Short-Term Memory (LSTM): Long Short-

Term Memory (LSTM) is a type of recurrent neural 

network (RNN) architecture designed to address the 

vanishing gradient problem in traditional RNNs. 

LSTMs are capable of learning and capturing long-

term dependencies in sequential data, making them 

suitable for tasks involving time series or sequential 

patterns [33]. 

Variational Autoencoder (VAE): Variational 

Autoencoder (VAE) is a type of generative model 

that learns a probabilistic mapping between input 

data and a latent space. It is often used for 

dimensionality reduction, generating new data points, 

and representing complex data distributions in an 

unsupervised manner. In this combination, LSTM 

and VAE are likely used together in an integrated 

manner. LSTMs capture sequential dependencies in 

data, crucial for understanding temporal aspects, 

while VAEs provide a generative framework for 

learning and representing the underlying distribution 

of the data in a probabilistic manner. 

LSTMs [33] capture time-series patterns and 

dependencies, essential for intrusion detection in 

scenarios where the order of events matters. VAEs 

can model the latent space of normal behavior, 

allowing for the identification of anomalies and 

deviations from the learned distribution. 

Bidirectional Gated Recurrent Unit (BiGRU): 

Bidirectional Gated Recurrent Unit (BiGRU): 

BiGRU is a variant of the Gated Recurrent Unit 

(GRU), which is a type of recurrent neural network. 

The bidirectional aspect allows the model to consider 

information from both past and future time steps 

when making predictions. BiGRU is chosen for its 

ability to capture dependencies in both forward and 

backward directions, enhancing the model's 

understanding of sequential patterns in the data. This 

is advantageous for tasks like intrusion detection, 

where comprehensive context is crucial. 
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Decision Tree: Decision Tree: A decision tree is a 

tree-like model where each node represents a 

decision based on the value of a particular feature. It 

recursively splits the data into subsets, making 

decisions at each node until a stopping criterion is 

met. Decision trees are used for their simplicity and 

interpretability. They can handle both categorical and 

numerical data, making them suitable for datasets 

with a mix of data types. Decision trees are often 

employed in intrusion detection for their ability to 

reveal decision paths that lead to potential security 

threats. 

Random Forest: Random Forest: Random Forest is an 

ensemble learning method that constructs multiple 

decision trees during training and outputs the mode 

of the classes (classification) or the mean prediction 

(regression) of the individual trees. Random Forest is 

utilized for its ability to improve predictive accuracy 

and control overfitting. By combining the predictions 

of multiple decision trees, it provides a robust and 

generalizable model. In intrusion detection, Random 

Forest can capture complex relationships in the data 

and enhance the overall performance. 

 Naive Bayes: Naive Bayes: Naive Bayes is a 

probabilistic classification algorithm based on Bayes' 

theorem with the assumption of independence 

between features. Despite its "naive" assumption, it 

often performs well, especially in text classification 

and spam filtering. Naive Bayes is chosen for its 

simplicity, efficiency, and ability to handle high-

dimensional data. It is particularly effective for text-

based data and is employed in intrusion detection for 

its speed and suitability for datasets with many 

features. 

DFE (Distributed Feature Extraction) based IDS 

(Intrusion Detection System) and ANN (Artificial 

Neural Network): Distributed Feature Extraction 

(DFE) is an approach to extracting relevant features 

from data that is distributed across multiple sources 

or components. It involves collecting and aggregating 

features from different parts of a system or network. 

Artificial Neural Network (ANN) is a computational 

model inspired by the structure and functioning of the 

human brain. It consists of interconnected nodes 

(neurons) organized into layers, including an input 

layer, hidden layers, and an output layer. ANNs are 

capable of learning complex relationships in data 

through training on labeled examples. This 

combination involves using a Distributed Feature 

Extraction (DFE) approach within an Intrusion 

Detection System (IDS), coupled with the use of an 

Artificial Neural Network (ANN). DFE extracts 

relevant features from distributed sources, and ANN 

models the complex relationships in these features for 

effective intrusion detection. 

DFE efficiently handles data distributed across the 

network, relevant for scenarios like IoT-enabled 

Maritime Transportation Systems where data may be 

spread across various components. ANN, with its 

ability to learn complex patterns, processes the 

extracted features to model relationships indicative of 

normal and anomalous behavior. 

IV. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 3 Precision comparison graph 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 
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model's completeness in capturing instances of a 

given class. 

 

 

Fig 4  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 
Fig 5 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 6 F1Score 

 

Fig 7 Performance Evaluation 

V.  CONCLUSION 

The project strategically combines algorithms like 

LSTM-VAE and DFE-ANN for robust intrusion 

detection, leveraging LSTM [33] for temporal 

dependencies and DFE-ANN for efficient feature 

extraction in IoT-enabled Maritime Transportation 

Systems. Comprehensive metrics, including 

accuracy, precision, recall, and F1-score, provide a 

thorough assessment of model performance, ensuring 

a balanced understanding of binary and multi-class 

classification scenarios. Tailored for Maritime 

Transportation Systems, the project addresses the 

unique challenges posed by the dynamic and 

distributed nature of threats, enhancing security in 

both physical and cyber domains. The other 

algorithm, particularly the Stacking Classifier, 

demonstrates exceptional performance with a 99% 

accuracy rate. This accuracy was verified through 

rigorous testing, including the simulation of various 

threat scenarios with input feature values in the front-

end interface. Beyond model efficacy, the project 

prioritizes user interaction, employing a Flask 
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framework with SQLite for signup and signin. This 

user-friendly interface enhances accessibility, making 

the intrusion detection system practical and user-

driven. 

VII. FUTURE SCOPE 

In future, we will evaluate the proposed framework 

with different IoT-based datasets to verify the 

effectiveness of proposed DLTIF framework. Since 

the proposed DLTIF framework uses a DL based 

deep feature extractor (DFE) scheme, the 

computational complexity is higher than the 

traditional threat identification methods (i.e., RF, DT, 

NB) [19], [22]–[24], [13], [25]. However, during the 

training process of the framework, the availability of 

specialized hardware, such as TPUs, GPUs, and 

software, such as automated differentiation packages, 

can overcome these computational complexity. 

Furthermore, since the deep models weights have 

already been learned during the training process, the 

testing phase difficulty decreases. 
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