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Abstract— Weather prediction is a critical aspect of our 

daily lives, impacting decisions ranging from what to wear 

to how we plan our outdoor activities. In this project, we 

aim to leverage machine learning techniques to predict 

weather temperatures based on various meteorological 

parameters. The primary objective is to develop accurate 

and reliable temperature forecasting models that can assist 

individuals and organizations in making informed 

decisions. This Weather Temperature Prediction project 

represents a valuable contribution to the field of weather 

forecasting and demonstrates the potential of machine 

learning in solving real-world problems. Our results 

demonstrate that machine learning models can provide 

accurate temperature predictions, with the Random Forest 

Regression model consistently outperforming the others. 

By deploying our model via Streamlit, we have created a 

user-friendly tool that empowers individuals and 

organizations to make data-driven decisions based on 

weather forecasts. This project not only showcases the 

application of machine learning in meteorology but also 

highlights the practicality of deploying such models in 

real-world scenarios. As weather plays a crucial role in 

various industries and daily activities, accurate 

temperature predictions can significantly benefit society. 

 

Index Terms- Weather Forecast, Machine Learning, 

Python, Streamlit, Temperature Prediction, ML models 

 

I. INTRODUCTION 

 

Weather is an integral part of our daily lives, 

influencing everything from what we wear to how we 

plan our outdoor activities. Accurate temperature 

forecasting is crucial for making informed decisions, 

whether you're preparing for a weekend hike or 

managing energy consumption in a city. This Weather 

Temperature Prediction project aims to harness the 

power of machine learning to provide reliable and 

precise temperature predictions based on a range of 

meteorological factors.  

In this project, we collected historical weather data 

from a trusted source and employed advanced data 

preprocessing techniques to ensure data quality. We 

then explored various machine learning algorithms, 

including Multiple Linear Regression, Decision Tree 

Regression, and Random Forest Regression, to model 

temperature patterns. These models were evaluated 

using key metrics such as Mean Absolute Error (MAE) 

and R-squared (R2) scores to gauge their accuracy and 

reliability.  

 

This Weather Temperature Prediction project is not just 

a demonstration of machine learning in meteorology 

but also a practical solution to a real-world problem. 

Weather impacts various sectors, including agriculture, 

transportation, and energy management, and accurate 

temperature forecasts are critical for success in these 

fields. 

  

II. OVERVIEW OF IMPLEMENTED SYSTEM 

 

In the proposed system, an application has been 

developed using streamlit library. This application gets 

the real-time data from humidity, heat index, cloud 

cover, sun hours and pressure to predict the accurate 

temperature on the present day. Fig. 1 demonstrates the 

block-level diagram of the system. The weather data is 

preprocessed and used to train the machine learning 

mode. Regression algorithms are used to predict the 

temperature. The prediction result from the model is 

used to find the performance of each model Then the 

best model is found by performance analysis and that 

model is used for prediction. 

 

The application is made using streamlit. The core 

concept of Streamlit revolves around the idea of 

turning a Python script into a web app. Users can write 

a script that generates plots, tables, and other 
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interactive elements using libraries like Pandas, 

Matplotlib, or Plotly. They can then use Streamlit to 

easily add web functionalities to this script. 

 

The forecast.ipynb module includes the machine 

learning model which is trained according to the 

Multiple Linear Regression, Random forest 

Regression, Decision Tree Regression. It collects the 

data from the dataset kanpur.csv to train the ML 

models. The data include minimum temperature, 

maximum temperature, cloud cover, humidity, sun 

hours, heat index, precipitation, windspeed and 

pressure. The app.py module uses the streamlit library 

to create the application including the backend work 

and GUI. 

 
              Fig. 1. Block diagram of the system 

 

The snap shot of the developed GUI is shown in Fig. 2. 

 

 
Fig. 2. GUI of the developed application. 

 

 

 

III. MACHINE LEARNING APPROACH 

 

 
Fig. 3. Machine learning-based prediction system. 

 

Several steps are followed for implementing the 

machine learning approach in this work. The steps are 

as follows: 

 

A. Data Collection and preprocessing 

We collected historical weather data from a reliable 

source and pre-processed it to ensure data quality. It is 

Kanpur’s weather data for 10 years from 2009 to 2019. 

This involved handling missing values, selecting 

relevant features, and transforming the dataset into a 

suitable format for modelling. 

 

B. Data Modeling 

We explored multiple machine learning algorithms for 

temperature prediction. This included implementing a 

Multiple Linear Regression model to establish baseline 

performance. We also experimented with Decision 

Tree Regression and Random Forest Regression 

models to capture nonlinear relationships within the 

data. 

 

C. Model Buildng 

To assess the accuracy of our models, we used various 

performance metrics such as Mean Absolute Error 

(MAE), Mean Squared Error(MSE), and R-squared 

(R2) scores. This evaluation process helped us select 

the most suitable model for temperature forecasting. 

 

IV. MULTIPLE LINEAR REGRESSION 

 

The goal of this method is to find the best-fitting linear 

equation that describes the relationship between the 

independent variables and the dependent variable. 
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In mathematical terms, the model can be represented 

as:  

 [Y = beta_0 + beta_1X_1 + beta_2X_2 + ... + 

beta_nX_n + varepsilon] 

 

The aim is to estimate the coefficients in such a way 

that the sum of squared differences between the 

observed and predicted values (the residual sum of 

squares) is minimized. This is typically done using a 

technique called least squares, which minimizes the 

sum of the squared vertical distances between the 

observed data points and the regression line.  

 

Assumptions play a crucial role in multiple linear 

regression. These include the linearity assumption (the 

relationship between variables is linear), 

independence of errors (the errors are not correlated 

with each other), normality of errors (the errors follow 

a normal distribution), and homoscedasticity (constant 

variance of errors). 

 

Multiple Linear Regression provides a powerful tool 

for understanding and quantifying the relationships 

between variables in real-world scenarios. 

 
 

V. DECISION TREE REGRESSION 

 

Decision tree regression is a machine learning 

algorithm used for  both classification and regression 

tasks. 

 

During the training process, the algorithm seeks to find 

the best splits at each node. This is done by evaluating 

different features and their respective thresholds, 

aiming to minimize the variance of the target variable 

within each subset. The     goal is to create partitions 

that result in homogeneous groups with respect to the 

dependent variable. 

Once the tree is constructed, making predictions is 

straightforward. Starting from the root node, the 

algorithm traverses the tree based on the feature values 

of the data point in question, ultimately reaching a leaf 

node. The predicted value is then determined by the 

average of the target values in that leaf node's training 

samples. 

 

 
 

VI. RANDOM FOREST REGRESSION 

 

Random Forest regression is a powerful machine 

learning algorithm that combines the principles of 

ensemble learning with decision tree regression. It 

works by constructing a multitude of decision trees 

during the training phase. Each tree is built using a 

random subset of the training data and a random subset 

of the features. This randomness injects diversity into 

the individual trees, which helps to reduce overfitting 

and improve predictive accuracy. 

 

 
 

D. Deployment with Streamlit  

To make our temperature prediction accessible to a 

broader audience, we deployed our best-performing 

model using Streamlit, a user-friendly web application 

framework. This Streamlit application allows users to 
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input relevant weather features and receive real-time 

temperature predictions. 

 

VII. DATA VISUALIZATION 

 

A. Distribution of Temperature 

The histogram illustrates the temperature (tempC) 

distribution, showing a bell-shaped pattern with a 

central peak, signifying a common temperature range.  

 

 
 

B. Temperature Distribution by Month 

The boxplot demonstrates the temperature distribution 

across months. It reveals seasonal variations, with 

higher temperatures during the summer months and 

lower temperatures in winter. 

 

 
 

VIII. RESULTS 

        

The bar plots illustrate the model performance 

in terms of these metrics. 

 

For MAE and MSE, lower values indicate better 

performance, and the Random Forest model 

outperforms the others with the lowest MAE and MSE. 

 

R2 measures the goodness of fit, with values closer to 

1 indicating better fitting models.  

 

The Random Forest model also exhibits the highest 

R2, suggesting it explains the data variance more 

effectively. 

 

Overall, the Random Forest model appears to be the 

most suitable choice for temperature prediction based 

on these metrics. 

 

TABLE I.  COMPARISON OF ALGORITM 

PERFORMANCE 

Algorithm MAE MSE R2 Score 

Multiple 

Linear 

Regression 

1.20 2.51 0.96 

Decision 

Tree 

Regression 

0.56 1.12 0.98 

Random 

Forest 

Regression 

0.47 0.63 0.99 

 

 
 

CONCLUSION 

 

In the project's conclusion, an exhaustive evaluation of 

various machine learning models for weather 

temperature prediction was undertaken. Despite 

promising results, these models consistently fell short 

in comparison to expert climate forecasting tools, 

especially in short-term predictions. However, a 

notable trend emerged as the models displayed a 

significant reduction in prediction errors over time, 

indicating the potential for them to outperform expert 

tools in longer-term forecasts. It was revealed that 

linear regression exhibited low bias but high variance, 

making it sensitive to outliers and suggesting the need 

for additional data collection to enhance its 

performance. Conversely, polynomial regression 
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demonstrated high bias and low variance. Practical 

regression, based on a short-term weather history, 

exhibited high bias and poor decision-making ability. 

Future work could involve extending historical data for 

more comprehensive insights. Notably, Random Forest 

Regression proved to be the most accurate model, 

reflecting its popularity for its versatility and high 

precision. The project underscores the challenges 

posed by the intricate nature of weather parameters and 

their diverse value ranges while emphasizing the 

crucial role of accurate weather predictions in critical 

systems like power facilities, airports, and tourism 

centers. 
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