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Abstract— In today's highly interconnected world, the 

security of computer networks is paramount. 

Conventional systems have difficulty identifying new 

attacks and frequently produce a significant number of 

false positives. In this project the real-time threat 

detection and classification is done by using Categorical 

Boosting (CatBoost), k-medoids clustering and Deep Q 

Networking (DQN) algorithms. Later, dynamic web 

application is build on top of CatBoost algorithm that 

helps the user to enter a string value that has the details 

about the network packet and help to classify it as 

normal or malicious attack type.  The time complexity for 

the algorithms is comparatively higher than other 

supervised algorithms but these algorithms are good for 

outlier analysis. The CatBoost algorithm gave an 

accuracy of 99.24% for the multi-class classification and 

other algorithms gave a decent accuracy score when 

combining them with supervised model for the binary 

and multi-class classification. 

Index Terms— Network Intrusions, Network intrusion 

detection, Categorical Boosting, K-Medoids, Deep Q 

Network, Streamlit API, Normal, DoS, R2L, U2R, 

Probe, Anomaly. 

I. INTRODUCTION 

As cyber threats become more sophisticated and 

pervasive, traditional network intrusion detection 

systems (NIDS) that rely on static, signature-based 

methods are increasingly inadequate. Machine 

learning (ML) offers a promising solution to these 

challenges by enabling NIDS to learn and adapt from 

data, thereby improving their ability to detect both 

known and unknown attacks. Unlike signature-based 

approaches, ML-based intrusion detection systems 

(IDS) analyze patterns and behaviors within network 

traffic to identify anomalies that may signify 

malicious activity. By leveraging large datasets and 

advanced algorithms, ML can discern subtle 

deviations from normal behavior, enhancing the 

detection accuracy and reducing the incidence of 

false alarms. 

       In this project, the partial version of the [1]NSL-

KDD dataset is used for the classification and 

detection of the malicious and normal attack classes. 

The [2] NSL-KDD dataset contains 42 features which 

help in understand the network connection data. 

Supervised learning algorithm that is categorical 

boosting (CatBoost), unsupervised learning algorithm 

that is k medoids clustering algorithm, and deep 

reinforcement learning algorithm that is deep Q 

network (DQN) are implemented and compared for 

binary and multiple class classification and also for 

the outlier performance improvement for the real-

world network connection analysis. 

II. LITERATURE SURVEY 

The existing works [3], [4], [5] depicts the 

comparison of the machine learning models for the 

NIDS. These are mostly preformed on diverse 

datasets including KDD Cup 99, NSLKDD /CIC-IDS 

2017, UNSW, NB-15, and UGR ’16. The binary and 

multi class classification is performed on these 

dataset with supervised learning models. [6] X. 

Zhang and et al. introduced a hybrid model which is 

the combination of the Convolutional Neural 

Network (CNN) and Synthetic Minority 

Oversampling Technique combined with Edited 

Nearest Neighbors (SMOTE-ENN) algorithm. This 

model achieved an accuracy of 83.31% for network 

data. This method is useful for imbalance network 

traffic but is complex for normal network traffic. [7] 
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Jain and et al. proposed a CatBoost model which 

gave 70.79% and 87.65% accuracy for the multi-class 

and binary class classification respectively. [8] Hsu 

and et al. proposed a deep learning model which is 

performed on different datasets which gave an 

accuracy of around 92% average. [9] Rajat Bajwa 

and et al. proposed improved k-medoids clustering 

algorithm which is compare with k-mean and k-

medoids algorithm. This model gave an accuracy of 

99%. [10] Bahjat and et al. introduced hierarchical 

classification and clustering methods in combination 

with Sequential Forward Feature Selection (SFFS) 

feature selection for network intrusion detection. The 

accuracy of this model is done for individual 

categories i.e., normal and attack classes which 

ranged from 86% to 99%. 

The existing machine leaning work on network 

intrusion detection gave a significant analysis of 

understanding, detecting and classifying the normal 

and anomaly classes. The existing work includes 

binary as well as multi-class classification and 

detection using wide range of machine learning 

algorithms. The most common disadvantages of the 

existing work are high false positives for fresh 

network data and time complexity for computing the 

results. When the false positives of the models are 

low then the time complexity of the model is high. 

And when the time complexity is low then the false 

positives of the data are high. Which signify the 

major disadvantage of the existing models. The other 

disadvantages of the existing systems include high 

dimensionality of the network data and imbalanced 

data analysis that lead to the inconsistent results of 

the models. 

III. METHODOLOGY 

Firstly, the system architecture of the proposed 

system is as shown in the fig.1. The frontend and 

backend of the application are depicted where the 

predicted output is send to the user at the end. Fig.2 

shows the machine learning (ML) model 

implementation for the chosen supervised, 

unsupervised and reinforcement learning models i.e., 

the CatBoost, k-medoids clustering, and DQN 

respectively.   

 

 
Fig.1 System Architecture of Web Application for 

real time threat detection 

 

 
Fig.2 General ML Model Implementation for 

classification and detection 

 

A. Dataset Description 

Dataset used is the refined and reduced version of 

NSL-KDD dataset [1], [12], [13], [14]. Dataset 

contains network traffic data that has normal and 

attack connections. This data is widely used for more 

than two decades for research in machine learning in 

network intrusion detection. Table.1 shows the table 

of number of records corresponding to different class 

type. The dataset contains 41 features which are 

extracted from individual and multiple connections. 
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Every connection has a unique attack type assigned 

to it, and is classified as either normal or an attack. 

Table.1: Dataset details with attack categories count 

 

DoS (Denial-of-service), R2L (Remote to Local), 

U2R (User to Root), and probing are the four primary 

types of attacks. The attack classes demonstrates the 

major attack groups that are  

B. ML Model Implementation 

The flowing algorithm flows are the implementation 

of the CatBoost, k-medoids clustering, and DQN 

algorithms [15]. Fig.3 Shows the DQN model work 

flow for the detection of anomaly and normal 

categories of the network data packets. For DQN 

algorithm the most relevant features are selected [11]. 

The k-medoids clustering and DQN model are later 

combined with the random forest algorithm for the 

binary classification.  

 

Algorithm-1: CatBoost Algorithm for the 

implementation. 

 

Step-1: Initializing the model:   G0(a) = Mean(b) 

Step-2: Iteratively update the model: 

For n=1 to N: 

• Pseudo-residuals are computed: 

rim  = bi – Gm-1(ai) 

• Fit a symmetric tree gm(a) to the 

pseudo-residuals. 

• Update the model: 

Gm(a) = Gm-1(a) + vgm(a) 

 

Algorithm-2: K-medoids clustering algorithm for the 

implementation. 

 

Step-1: Select k initial medoids randomly from the 

data points. 

Step-2: Assign each data point to the nearest medoid: 

Ci = { xj : d(xj,mj) < d(xj,mh) for all h ≠ i } 

Where, d(xj,mj) is the dissimilarity between the point 

xj and mj. 

Step-3: Update the medoids: For each cluster Ci, find 

the new medoid mi that minimizes. 

∑xj∈Ci  d(xj,mi) 

Step-4: Repeat the assignment and update steps until 

the medoids do not change or until a specified 

number of iterations are reached. 

Step-5: The objective function to minimize in k-

medoids clustering is the sum of the pair wise 

dissimilarities between points and their medoids: 

∑k
i=1 ∑x∈Ci  d(x,mi) 

 

 

Algorithm-3: Deep Q Network algorithm flow for the 

implementation. 

 

Step-1: Initialize the experimental replay buffer B, 

primary network T{s(t),a(t)} and target network 

T’{s(t),a(t)}. 

Step-2: For each episode: set up the state S0. 

• For probability ϵ select a random action a, 

otherwise select. 

a=arg{maxa T{s(t),a(t)}} 

• See the reward r and next state s(t+1) after 

executing action a(t). 

• In replay buffer B store the transition {s(t), a(t), r, 

s(t+1)}. 

• A random mini-batch of transitions {sj(t), aj(t), 

rj(t), sj(t+1)} from B are sampled. 

• The target is computed for every mini-batch 

transition. 

• Gradient decent is performed on the loss 

function. 

• Update the target network parameters regularly. 
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Fig.3 DQN algorithm work flow 

 

C. Web Application Implementation 

     Streamlit API is used to build the web application 

that takes a string value with 41 features or with just 

the basic features of the network data packet which 

are separated by a comma. The web application has 

an user interface which contains the details about the 

project i.e., the accuracy score obtained by the model, 

features that need to be entered, text field with a 

check box that enables the button for the prediction 

and web application contains sidebar that contains 

basic features like resources, about the project and 

contact details. Following flow shows the detail 

outline of the web application implementation for the 

user data of network packets. 

 

Flow: Web application constructed using streamlit 

API flow. 

 

Enter a String: “String containing features”         S  

Select the check box and click predict. 

Suppose lists: A and B; Where A=Numerical list, 

B=Categorical list. 

String ‘S’ is then split at comma. 

Separation: Numerical and Categorical values into A 

and B list. 

Combining to list: Cascading the A and B to form the 

desired list for prediction. 

 

Output: Attack class; Description; Causes; 

Recommendation. 

 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A.  CatBoost Algorithm Results 

      The performance analysis of the CatBoost 

algorithm [16] for multi-class classification is 

generated and a confusion matrix for all the classes is 

been produced. For this algorithm, it took around two 

and half hours to execute for the 1000 iterations of 

the different training data. The accuracy of the model 

is 99.2459% which is comparatively low with other 

supervised algorithms but, the outlier performance of 

this model is quite high than other algorithms. The 

fig.4 shows the confusion matrix which is plotted for 

predicted and actual classes of the records of the 

given data and fig.5 shows the analysis metric scores 

for train and test data. 

 
Fig. 4 Confusion matrix for CatBoost Classification 

 
Fig.5 Analysis metrics Vs Scores of CatBoost 

algorithm 
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B. K-medoids Clustering Algorithm Results 

     For k-medoids clustering algorithms [17], [18] the 

performance analysis is done by using the silhoutte 

score. The sihoutte score values are shown in the fig.6 

with respect to the number of clusters taken in the 

code. For the clusters (k = 3), the silhoutte score is 

average and is equal to silhoutte scores of clusters 

with high number. Fig.7 and fig.8 shows the 2-D plots 

that is t-SME and PCA graphs for the Clusters (k=3) 

are plotted respectively. It took around three hours to 

run and execute the algorithm. But it worked good for 

the outliers to make them fit in one of the clusters. 

 

 
Fig.6 Silhoutte score Vs No. of clusters graph of k-

medoids algorithm 

 

 
Fig.7 t-SNE plot for k=3 clusters of K-medoids 

clustering algorithm 

 

Fig.8 PCA plot for k=3 clusters of K-medoids 

clustering algorithm 

The k-medoids clustering algorithm is then combined 

with the random forest classifier for binary 

classification of the records into attack and normal 

classes. This combined model gave an accuracy of 

92.14% for the binary classification. The 

classification analysis is illustrated in the confusion 

matrix as shown in the fig.9. They show the actual 

and predicted labels for the normal and anomaly 

categories for the testing and training data. 

 

Fig.9 Confusion matrixes of train and test data of k-

medoids algorithm 

C. DQN Algorithm Results 

         Deep Q Network algorithm [19], [20] is a deep 

reinforcement learning algorithm that has the state, 

action, and reward as the three basic components. 

The DQN algorithm has gave a decent accuracy score 

for the detection of the class of the multi-class data. 

The testing evaluation results for this algorithm are 

accuracy is around 70%. Fig.10 shows the Loss Vs 

training steps graph, the loss rate has constantly 

decreased along the training and Fig.11 shows the 
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Reward Vs Episodes graph where the reward indicate 

the positive outcome or positive prediction and it 

increased gradually with respect to each episode. 

Fig.12 shows the entropy graph of the DQN model 

while training to predict the accurate results. 

 

Fig.10 Loss Vs Training Steps graph of DQN model 

 

Fig.11 Rewards Vs Episodes graph of DQN model 

 

Fig.12 Entropy Vs Training steps graph of DQN 

model 

The DQN model is then combined with the random 

forest algorithm for the binary classification of the 

respective data into the categories as normal and 

anomaly. The combined model gave accuracy 

approximately equal to 85.89% for the binary 

classification. This classification is illustrated in the 

fig.13 for the train and test data. 

 

Fig.13 Confusion matrixes for train and test data of 

DQN model 

D. Web Application Results 

The web application has the following results when 

performed for a given data with the features. Fig.14 

show the first screen of the web application that has a 

check box and field to enter any string value.  

 

Fig.14 First screen of the web application 

In the web application when the check box is checked 

then a predict button will appear as shown in the 

fig.15. 
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Fig.15 First screen with the prediction button 

The fig.16, 17, 18, 19 shows the accurate results 

according to the given input. The results of the web 

application contains attack type, description, causes 

and recommendation fields that tell about the given 

network connection data. 

 

Fig.16 String containing the features of U2R attack 

type 

 

Fig.17 Results of prediction of the string to U2R 

 

Fig.18 String containing the features of DoS attack 

type 

 

Fig.19 Results of prediction of the string to DoS 

E. Analysis of the Results 

The ML models used in this projects shows adequate 

results in prediction of the classes of the given 

network connection data. Fig.20 shows the accuracy 

and roc_auc graph for different supervised learning 

techniques like Support Vector Machine (SVM), 

Random Forest (RF), Logistic Regression (LR) and 

CatBoost algorithms. The CatBoost shows an 

accuracy of 99.23% for the multi-class classification. 

The accuracy scores are 99.99%, 99.98%, 99.98% 

and the roc_auc scores are 1 for RF, SVM, and LR 

respectively. 

 

Fig.20 Accuracy and ROC_AUC values of different 

supervised learning models compared with CatBoost 
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The accuracy, precision, recall, and f1 score are 

found for the each ML model used in the project. 

Here as the unsupervised and reinforcement learning 

cannot predict these values, so introduced the binary 

classification of the attack and normal classes for the 

given dataset by implementing them with supervised 

learning algorithm. Fig.21 shows the Metrics Vs 

Scores graph of the used ML algorithms. 

 

Fig.21 Metrics Vs Scores of ML model used for 

classifications 

V. CONCLUSION AND FUTURE WORK 

A. Conclusion 

          This paper aims to construct a web application 

for predicting the network connection data packet to 

be a real-time threat or normal type using machine 

learning algorithms. As the network intrusion 

detection is one of the major areas of security for any 

system and is prominent in many organizations. 

          In this project, machine learning algorithms like 

Categorical Boosting, K-Medoids clustering and 

Deep Q Network are used to classify and detect the 

network connection to be one of the attack types that 

is DoS, U2R, R2L, probe or normal connection. The 

CatBoost algorithm gave the desired accuracy for the 

multi-class classification i.e. 99.24% as accuracy 

where as the other algorithms gave an accuracy of 

92% and 86% for the binary classification which are 

implemented with combination of supervised 

algorithm. Silhouette’s score for the k-medoids is 

plotted and the learning rate and loss of the DQN 

model are also plotted for better study. 

              Finally, a web application is constructed with 

the CatBoost algorithm in the back to predict a string 

with 41 features or less (includes basic features) to 

one of the attack classes or normal class and 

displaying the attack type, description, causes, and 

recommendation for solutions.  

B. Future work 

           Future works suggested for this project include 

the increase the number of episodes to run for the 

DQN reinforcement learning, optimizing the 

configurations of the k-medoids and CatBoost 

algorithms before the model execution for the 

reduction of time complexity. The accuracy of the 

models can be improved accordingly so that it 

reduces false positives. The web application 

developed can only detects and classify into major 

attack categories like DoS, R2L, U2R, probe, or 

normal this can be overridden and classification and 

detection can be extend to other classes and sub 

classes of attacks. 
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