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Abstract: The project focuses on the use of deep learning 

for continuous prediction of mortality in the intensive 

care unit (ICU). The mortality rate in the ICU is an 

important metric for assessing hospital clinical quality, 

and various methods have been proposed for risk 

stratification of patients. The proposed model in the 

project aims to overcome the challenge of capturing time 

sequence information and provide real-time predictions 

of a patient's risk of death throughout their hospital stay. 

The model's superior performance allows physicians to 

pay more attention to high-risk patients and anticipate 

potential complications, ultimately reducing ICU 

mortality. The model's performance is evaluated using 

metrics such as accuracy, F1-score, precision, recall. And 

also added, ensemble methods, including the Voting 

Classifier and Stacking Classifier were incorporated in 

Which voting Classifier achieved remarkable 100% 

accuracy, To enable user-friendly access and continuous 

ICU mortality prediction, we’re developing a secure 

Flask-based front end with streamlined testing and 

robust authentication. 

 

Index terms - deep learning; representation learning; 

mortality; risk prediction; critical care. 

 

1. INTRODUCTION 

 

Patients in the intensive care unit (ICU) tend to have 

life-threatening conditions or the potential to develop 

one during their ICU stay. Therefore, early recognition 

of their illnesses’ changes in severity is invaluable in 

helping them recover from life-threatening injuries 

and illnesses[1] and stabilizing their condition. Early 

and reliable prediction tools for sensitive medical 

conditions are useful caregiving aids.  

Outcome prediction models are one of the prognostic 

tools for estimating the probability of a pre-specified 

outcome[2]. In-hospital mortality is the most 

important outcome in the ICU[3], thus making 

mortality prediction a crucial task[4]. Statistics 

indicate that about 11% of deaths are due to the failure 

to identify patients at risk of deterioration[5]. 

Traditional severity scoring systems in healthcare 

were rule-based and built on expert experience. With 

advancements in AI, machine learning models have 

been developed for similar purposes. However, the 

need for continuously updated patient assessments 

remains unmet, as static systems still dominate. 

Automated, continuous severity assessment in ICUs 

could enhance decision support by tracking patient 

status over time. The integration of temporal data with 

AI methods could improve the prediction of ICU 

patient outcomes, enabling timely preventive care. 

Deep learning techniques, particularly recurrent neural 

networks (RNNs) with long short-term memory 

(LSTM), are highly effective in medical applications 

involving classification, prediction, and retrieval. 

These networks excel in time series analysis by 

integrating past and current data, enabling dynamic 

risk assessment without requiring predefined features. 

RNNs have proven robust in handling high-

dimensional inputs for predicting various clinical 

outcomes, making them popular for time-based 

medical tasks. 

 

2. LITERATURE SURVEY 

 

Prediction models in health care use predictors to 

estimate for an individual the probability that a 

condition or disease is already present (diagnostic 

model) or will occur in the future (prognostic model) 

[44]. Publications on prediction models have become 

more common in recent years, and competing 

prediction models frequently exist for the same 

outcome or target population. Healthcare providers 
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and policymakers often struggle to choose the best 

prediction models for specific populations or settings, 

leading to a growing demand for systematic reviews of 

these models. A key aspect of such reviews is 

assessing the risk of bias and applicability, which 

PROBAST (Prediction model Risk Of Bias 

ASsessment Tool) was designed to address. 

Developed through expert consensus, PROBAST 

evaluates studies developing, validating, or updating 

prediction models using 20 questions across four 

domains. Early mortality prediction in ICUs is crucial, 

but existing methods often rely on time-consuming lab 

results that can delay decision-making.. This paper 

proposes a novel method for predicting ICU mortality 

using heart signals within the first hour of admission. 

Twelve statistical and signal-based features are 

extracted from heart rate signals and fed into eight 

classifiers, including decision trees, SVM, and logistic 

regression. Experiments on the MIMIC-III dataset 

show that the decision tree classifier offers the best 

balance of accuracy and interpretability, achieving an 

F1-score of 0.91 and AUC of 0.93. The results 

highlight that heart rate signals can predict mortality 

effectively, comparable to existing methods relying on 

complex clinical data. 

Mortality prediction models in ICUs help stratify 

patients by risk and guide benchmarking. A systematic 

review of 43 models developed for adult ICU patients 

in high-income countries assessed performance based 

on discrimination, calibration, and overall measures. 

The study found significant variability in methodology 

and validation across models, with a lack of external 

validation and head-to-head comparisons, making it 

challenging to identify the best models. Notable 

models include APACHE III, SAPS II, and MPM II, 

which estimate hospital mortality based on patient data 

within the first 24 hours. All models perform well but 

require direct comparison on a common cohort for 

definitive evaluation. 

This paper [12] presents the form and validation 

results of APACHE II, a severity of disease 

classification system. APACHE II uses a point score 

based upon initial values of 12 routine physiologic 

measurements, age, and previous health status to 

provide a general measure of severity of disease. An 

increasing score (range 0 to 71) was closely correlated 

with the subsequent risk of hospital death for 5815 

intensive care admissions from 13 hospitals. This 

relationship was also found for many common 

diseases. When APACHE II scores are combined with 

an accurate description of disease, they can 

prognostically stratify acutely ill patients and assist 

investigators comparing the success of new or 

differing forms of therapy. This scoring index can be 

used to evaluate the use of hospital resources and 

compare the efficacy of intensive care in different 

hospitals or over time. 

Intensive care medicine is a significant part of 

healthcare spending, prompting efforts to enhance 

cost-effectiveness while maintaining optimal patient 

outcomes. Severity assessment scores like SAPS-I 

help clinicians prioritize resources and guide treatment 

plans in the ICU. To improve patient-specific 

mortality prediction, an algorithm based on logistic 

regression and a Hidden-Markov model was 

developed using ICU data on vitals, labs, and fluids. 

Trained on 4000 patient records and validated on two 

separate 4000-patient datasets from the 

PhysionNet/CinC Challenge 2012, the algorithm 

outperformed SAPS-I in key metrics. The model, 

leveraging real-time data, offers a continuous 

assessment of mortality risk in critically ill patients. 

 

3. METHODOLOGY 

 

i) Proposed Work: The proposed system uses deep 

learning, specifically RNNs, for real-time ICU 

mortality prediction, capturing time sequences and 

outperforming traditional models. Ensemble methods 

like the Voting Classifier, which achieved 100% 

accuracy, are incorporated. To improve accessibility, 

a Flask-based user-friendly interface is being 

developed, enabling continuous predictions and secure 

user authentication for healthcare professionals to 

focus on high-risk patients and reduce ICU mortality. 

 

ii) System Architecture: This retrospective cohort 

study used the MIMIC-III database, which contains 

ICU admission data from a large tertiary care hospital. 

The study included all ICU admissions except those 

meeting four exclusion criteria: missing lab 

measurements, non-ICU patients, missing survival 

data, or non-numerical lab results. Mortality labels 

were extracted from hospitalization records, resulting 

in a final dataset of 46,467 patients and 334,722 

encounters. 
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Fig 1 Proposed architecture 

 

iii) Dataset collection: The dataset used for ICU 

patient [14] mortality prediction includes patient 

demographics, clinical measurements (vital signs, lab 

results), medical history, treatments, severity scores, 

procedures, length of stay, and patient outcomes 

(survival or death).  

 
Fig 2 Mortality Dataset 

 

iv) Data Processing: Data processing transforms raw 

data into valuable insights for businesses by collecting, 

cleaning, analyzing, and converting it into readable 

formats. It can be done manually, mechanically, or 

electronically, with automated solutions like software 

playing a key role. This process enhances decision-

making and helps businesses improve operations and 

strategies. 

 

v) Feature selection: Feature selection isolates the 

most relevant and non-redundant features for model 

construction, improving predictive performance and 

reducing computational costs. By eliminating 

irrelevant features, it enhances model efficiency and 

accuracy. Performing feature selection beforehand, 

rather than relying solely on the model, optimizes 

input variables for better machine learning outcomes. 

 

vi) Algorithms: 

Logistic Regression: Logistic Regression is a 

statistical method for binary classification that predicts 

the probability of an outcome (e.g., Yes/No) based on 

one or more predictor variables. Its simplicity and 

interpretability make it useful in healthcare for 

understanding factors affecting outcomes, as it 

provides clear coefficients for each predictor, aiding in 

model trust and comprehension. 

 

Random Forest: Random Forest is an ensemble 

learning method that builds multiple decision trees and 

combines their predictions for greater accuracy and 

robustness. It handles complex datasets well, making 

it ideal for ICU mortality prediction with numerous 

variables and intricate relationships.  

 

XGBoost: XGBoost (Extreme Gradient Boosting) is 

an advanced implementation of gradient boosting 

algorithms. It's designed to be highly efficient, 

scalable, and accurate. XGBoost is favored for its 

speed and performance. In real-time applications, 

especially in healthcare, quick predictions are crucial. 

XGBoost’s efficiency makes it ideal for large datasets 

with numerous features, as often encountered in 

medical data. It also includes regularization 

techniques, reducing overfitting and enhancing the 

model's generalization capability. 

 

Recurrent Neural Networks (RNN): RNN is a type 

of neural network specifically designed to work with 

sequential data. Unlike traditional neural networks, 

RNNs have connections that loop back, allowing 

information to persist. In medical scenarios, especially 

in intensive care, patient data is often sequential (e.g., 

vital signs over time). RNNs are used to capture the 

temporal dependencies in such data. For example, the 

sequence of vital signs can be crucial in predicting a 

patient's condition accurately, making RNNs highly 

relevant in this context [33]. 

 

Long Short-Term Memory (LSTM) with 

Autoencoder: LSTM is a type of RNN with special 

units capable of learning long-term dependencies. An 

autoencoder is a neural network trained to encode its 

input into a compact representation, which is then 

decoded back to reconstruct the input. In healthcare, 

especially in anomaly detection, LSTM networks can 
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capture subtle changes over extended periods. 

Combining LSTM with an autoencoder helps in 

dimensionality reduction and learning meaningful 

representations of complex, high-dimensional data. 

This is particularly useful in identifying abnormal 

patterns in patient data that might indicate critical 

conditions [33]. 

 

Voting Classifier: Voting Classifier combines 

predictions from multiple machine learning algorithms 

to make a final prediction. In ensemble learning, 

combining different algorithms often results in a more 

accurate and reliable prediction. Voting Classifier is 

employed to aggregate the diverse predictions made 

by Logistic Regression, Random Forest, XGBoost, 

RNN, LSTM, and other algorithms used in the project. 

By leveraging the strengths of individual models, the 

ensemble approach enhances overall prediction 

accuracy. 

 

Stacking Classifier: Stacking Classifier is an ensemble 

learning technique that combines multiple base models 

via a meta-learner, allowing the model to learn how to 

best combine the predictions of the base models. 

Stacking Classifier is employed to further optimize the 

ensemble. It introduces a higher level of abstraction, 

enabling the model to learn the optimal way to 

combine predictions from various algorithms. By 

doing so, it creates a powerful meta-model that can 

generalize well on unseen data, enhancing the project's 

overall predictive performance. 

 

4. EXPERIMENTAL RESULTS 

 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate 

the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 
Fig 3 Precision comparison graph 

 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a given class. 

 

 
Fig 4  Recall comparison graph 

 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 
Fig 5 Accuracy graph 
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F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 
Fig 6 F1Score 

 
Fig 7 Performance Evaluation  

 
Fig 8 Home page 

 

Fig 9 Signin page 

 
Fig 10 Login page 

 
Fig 11 User input 

 
Fig 12 Predict result for given input 

 

5. CONCLUSION 

 

The project successfully developed and implemented 

a predictive model for continuous mortality 

assessment in the intensive care unit (ICU) [2, 3]. This 

model provides real-time risk predictions, which can 
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significantly improve patient care and outcomes. The 

project explored a variety of machine learning 

techniques, including logistic regression, random 

forest, XGBoost, and deep learning models like RNN 

and LSTM [33]. The diversity of models ensures a 

comprehensive approach to mortality prediction. The 

use of SMOTE sampling helped mitigate the issue of 

class imbalance, making the model more robust and 

capable of handling data with varying levels of 

mortality. The algorithm's stellar performance, notably 

the 100% accuracy of the Voting Classifier, solidifies 

its potential as a powerful and practical tool. This 

extension showcases a remarkable leap in mortality 

prediction precision, offering healthcare professionals 

an invaluable resource for informed decision-making 

in intensive care settings. By incorporating the Flask 

framework, the project offers an intuitive and 

accessible user interface. This allows healthcare 

professionals to easily input patient data and receive 

real-time mortality risk assessments. The project's 

outcome empowers healthcare providers to make 

timely, data-driven decisions for patient care in the 

ICU [4, 5, 6]. This can potentially lead to early 

interventions, improved resource allocation, and better 

patient outcomes, ultimately contributing to the 

enhancement of healthcare services. 

 

6. FUTURE SCOPE 

 

The future scope of the study could involve further 

refining and optimizing the proposed deep learning 

model for continuous prediction of mortality in ICU 

patients. The model could be tested and validated on 

larger and more diverse datasets to ensure its 

generalizability and effectiveness across different 

patient populations and healthcare settings. 

Additionally, the model could be integrated into 

existing electronic health record systems in ICUs to 

enable real-time risk assessment and decision support 

for physicians. Further research could focus on 

exploring the potential of incorporating additional 

clinical variables or biomarkers into the model to 

improve its predictive accuracy and enhance risk 

stratification. The proposed model could also be 

extended to predict other clinical outcomes or 

complications in ICU patients [14, 21, 24], such as 

length of stay, need for mechanical ventilation, or 

development of sepsis. 
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