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Abstract: In the recent times, there has been a significant 

surge in the utilization of statistical and evolutionary 

algorithms in the development of intelligent traffic systems, 

particularly within the realm of Intelligent Transportation 

Systems (ITS). This involves the exploration of various 

methodologies to predict or estimate traffic volume in 

specific geographic areas under varying conditions. The 

objective is to effectively monitor and manage substantial 

traffic flows, a formidable challenge in urban and semi-

urban areas globally. The forecasting task is intricate due 

to the inherently random and uncorrelated nature of the 

data. Establishing a clear functional relationship, such as 

through correlation or regression analysis, is rarely 

predefined. Consequently, conventional statistical 

algorithms are being investigated in a preliminary phase to 

adapt parameters according to the dynamic statistical 

properties of the input data. 

This paper provides a thorough examination of the 

necessity for evolutionary statistical algorithms in 

addressing traffic forecasting challenges, highlighting key 

points from existing literature. Additionally, it presents an 

extensive review of conventional statistical algorithms 

employed thus far. The paper concludes by elucidating 

performance metrics used to assess the efficacy of these 

algorithms. This comprehensive review aims to establish a 

foundational understanding for future research endeavors 

in this domain. 
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I. INTRODUCTION 

The global population boom and mass migration of 

huge segments of the population into urban and semi-

urban regions has raised the demand for automated 

and intelligent traffic monitoring systems. An 

important metric in the examination of transportation 

operations and highway performance is traffic volume, 

or throughput. Highly detailed traffic volume data is 

essential for locating congested areas, helping with 

traffic re-distribution, and putting accident avoidance 

plans into action [1]. Moreover, it serves as the 

disaggregated source for determining the average 

daily traffic throughout the year (AADT) [2].  

At the network level, AADT provides a gauge for the 

total amount of highway capacity used, suggests the 

quality of service provided by the roads, and may be 

applied to trend analysis, project prioritisation, and 

highway planning [3]. Currently, sensors like 

inductive loop detectors, radar detectors, and/or 

continuous counting stations (CCS) are the primary 

sources of traffic count (volume) [4]. However, given 

budgetary constraints, deploying sensors with a wide 

network coverage might be costly and impracticable, 

particularly in rural locations [5]. Because of this, 

during the past ten years, the question of how to 

spatially estimate or anticipate traffic flow has become 

more interesting in place of huge sensor deployment. 

The following are some examples of common uses [6]:  

• Navigation & Route Optimization 

• Intelligent Parking 

• Illumination. 

• Mishap Identification 

• Mishaps on roads 
 

Typically, the traffic speed can be modelled as [7]: 

𝑆𝑝𝑒𝑒𝑑 = 𝑓(𝑡𝑖𝑚𝑒, 𝑙𝑎𝑛𝑒 𝑐𝑜𝑛𝑔𝑒𝑠𝑡𝑖𝑜𝑛,  

𝑜𝑡ℎ𝑒𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)  (1) 

                                 

The most common diagrammatic representation of 

traffic speed analysis happens to be the horseshoe 

diagram which essentially represents the relation 

among: 

• Vehicles per hour (count) 

• Average Speed 
 

 
Fig.2 Horse shoe diagram 
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 (Source:https://en.m.wikipedia.org/wiki/File:Speed-

flow_horseshoe_diagram_traffic_congestion) 

 

The horseshoe diagram is an essential instrument in 

analyzing traffic speed, especially in comprehending 

the dispersion of vehicle speeds throughout various 

segments of a road [8]. Its purpose is to visually depict 

the movement and behavior of traffic in different 

situations, emphasizing locations where there are 

changes in speed [9]. Through the utilization of this 

graphic, traffic engineers and analysts can acquire 

valuable understanding regarding the fluctuations in 

speed, a critical factor in the enhancement of road 

safety and the optimization of traffic management 

[10]. 

 

The main significance of the horseshoe diagram comes 

in its capacity to detect and examine fluctuations in 

speed that may result in possible safety risks. The 

uniformity of traffic speed along a roadway is 

influenced by various factors such as road design, 

traffic density, and environmental conditions [11]. The 

horseshoe diagram aids in identifying specific spots 

where speeds surpass or fall short of the average, 

potentially indicating a necessity for revisions to speed 

limits, enhancements in road design, or heightened 

enforcement [12]. This graphic is especially valuable 

for identifying crucial regions such as bends, 

junctions, or congested zones where events connected 

to speed are more prone to happen. 

There are several models to forecast traffic speeds 

based on regression analysis. The analysis of such 

models is presented next [13]: 

 

III. BASELINE APPROACHES FOR TRAFFIC 

FORECASTING 
 

This section presents the common models used for 

traffic forecasting: 
 

Traffic speed prediction plays a crucial role in 

intelligent transportation systems, facilitating 

improved traffic control, decreased congestion, and 

heightened road safety [14]. Machine learning 

algorithms are often used for this task because they can 

effectively analyze intricate patterns in traffic data. 

These models have the ability to forecast real-time or 

future traffic speeds by assessing multiple parameters, 

including historical speed data, meteorological 

conditions, and traffic volume [15]. 

 

Models of linear regression 

Linear regression is a basic and widely utilized 

machine learning technique for predicting traffic 

speed [16]. It operates by establishing a direct 

correlation between the dependent variable (traffic 

speed) and one or more independent factors (such as 

time of day, weather, and traffic flow) [17]. Although 

linear regression models are straightforward to apply 

and understand, they may not accurately represent the 

non-linear connections that are frequently observed in 

traffic data. However, they can be valuable as a 

fundamental model or in situations when the data 

demonstrates a prominent linear pattern [17]. 

 

Decision Trees and Random Forests 

Decision trees are a widely used technique for 

predicting traffic speed. They operate by partitioning 

the data into subsets according to the input feature 

values, resulting in a hierarchical arrangement of 

judgments that ultimately yield a prediction [18]. 

Random forests, composed of numerous decision trees 

collaborating, are highly successful in mitigating 

overfitting and enhancing prediction accuracy [19]. 

These models provide the ability to manage intricate 

and non-linear connections in traffic data, rendering 

them appropriate for highly dynamic traffic settings 

[20]. 

 

Support Vector Machines (SVM) 

Support Vector Machines (SVM) are robust models 

utilized for classification and regression tasks, such as 

predicting traffic speed. SVM operates by identifying 

the most advantageous hyperplane that effectively 

divides the data into distinct classes or predicts a 

continuous value [21]. SVM can be employed in 

traffic speed prediction to represent intricate 

connections between traffic speed and diverse 

influencing factors. While Support Vector Machines 

(SVMs) are efficient for datasets of small to medium 

size, they can be computationally burdensome when 

dealing with huge datasets. 

 

Neural Networks and Deep Learning 

Neural networks, especially deep learning models, 

have become popular in traffic speed prediction 

because they can effectively represent intricate and 

non-linear connections. These models are composed 

of numerous layers of interconnected neurons that 

analyze and acquire knowledge from data [22]. 

Recurrent Neural Networks (RNNs) and Long Short-

Term Memory (LSTM) networks are particularly 

advantageous for predicting traffic speed because they 

can effectively capture the sequential patterns in the 

data, making them well-suited for forecasting time-

series data. Nevertheless, neural networks necessitate 



© November 2024 | IJIRT | Volume 11 Issue 6 | ISSN: 2349-6002 

 

IJIRT 169444   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY  1031 

substantial quantities of data and processing resources, 

which might pose a constraint [23]. 

 

Gradient Boosting Machines 

Gradient Boosting Machines (GBM) are a type of 

ensemble learning algorithm that enhances accuracy 

by combining the predictions of numerous weak 

learners, usually decision trees [24]. GBM models, 

such as XGBoost and LightGBM, have demonstrated 

significant potential in predicting traffic speed. This is 

attributed to their capacity to effectively handle 

extensive datasets and intricate feature relationships. 

Additionally, they exhibit resilience against 

overfitting and frequently surpass other models in 

terms of predictive accuracy [25]. 

 

III. PREVIOUS WORK 

The previous work in the domain is cited in this section  

 

Wang et al.  [26] proposed a novel graph-based spatio-

temporal autoencoder that utilizes an encoder-decoder 

architecture to predict traffic speed in a spatio-

temporal context, specifically addressing the issue of 

missing values. More precisely, we consider 

imputation and prediction as separate tasks that we 

train one after the other. This approach helps us 

minimize the negative effects of imputation on the raw 

data used for prediction and also speeds up the model 

training process. In addition, we employ graph 

convolutional layers that incorporate a self-adaptive 

adjacency matrix to simulate spatial dependencies. We 

also leverage gated recurrent units to facilitate 

temporal learning. In order to assess the suggested 

model, we do thorough case studies on two actual 

traffic datasets. These datasets exhibit two distinct 

missing patterns and encompass a broad and realistic 

range of missing rates, spanning from 20% to 80%. 

The experimental findings consistently show that the 

model performs better than the current state-of-the-art 

methods for predicting traffic with missing values. 

Additionally, the model maintains a steady level of 

performance across different missing circumstances 

and prediction horizons. 

 

Ma at al. [27] proposed involves applying the ARIMA 

statistical time series model to analyze the residuals 

obtained from the MLP machine learning algorithm. 

This allows for accurate prediction of traffic 

conditions across a network. The method is referred to 

as NN-ARIMA. The residual time series of the neural 

network is used to extract location-specific traffic 

features through the use of ARIMA. Subsequently, the 

neural network MLP is employed to capture the 

network-scale co-movement pattern of all traffic 

flows. The experiment data indicate that applying 

ARIMA analysis to the neural network residuals as a 

post-processing step leads to a significant 

improvement in the accuracy of traffic state forecasts, 

specifically in terms of reducing mean squared error. 

 

Haghighat et al. [28] proposed that (ITS) has been 

greatly improved by utilizing deep learning 

techniques, which have transformed problem areas 

that were previously tackled using analytical or 

statistical methods, and have even extended into 

previously unexplored domains. These technological 

developments have resulted in decreased maintenance 

expenses, improved safety and security along 

transportation routes, optimized operations in public 

transportation and ride-sharing industries, and driven 

research on autonomous vehicles to unparalleled 

levels. In addition, deep learning has made traffic 

control and planning simpler. The objective of this 

study is to demonstrate the advancements in research 

on intelligent transportation systems (ITS) that have 

been made possible by the use of deep learning. It 

seeks to provide a thorough analysis and detailed 

insight into the application of deep learning models in 

ITS. 

 

Hydari et al. [29] proposed that data-driven 

approaches have provided a fresh opportunity for 

studying control-based systems in several fields such 

as power, robotics, transportation, and the Internet of 

Things. The integration of data-driven applications 

with transport systems is essential in modern 

transportation applications. This study investigates the 

latest applications of deep reinforcement learning 

(RL) in traffic control.  

The text focuses on a detailed examination of traffic 

signal control (TSC) applications that utilize 

reinforcement learning (RL) techniques. These 

applications have been extensively studied in existing 

research. A comprehensive examination is conducted 

on different formulations of issues, settings for 

reinforcement learning (RL), and simulation 

environments for traffic signal control (TSC). Deep 

reinforcement learning (RL) models have been 

extensively studied in the literature for various 

autonomous driving applications. 

 

Dazango et al. [30] proposed that a specific set of 

pathways in space-time, which have the lowest cost 

and are the shortest, may solve any well-defined traffic 

problem involving kinematic waves. These pathways 
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have a unique metric and are associated with a flow-

density relationship that is concave. The equi-cost 

contours represent the paths of vehicles. If the flow-

density relation is strictly concave, the set of waves 

will have a unique collection of shortest routes. 

Shocks, if they happen, are the curves where the 

shortest routes end in the solution area. The revised 

formulation significantly streamlines kinematic wave 

theory while broadening its scope of application. One 

such approach is to employ space-time shortcuts as a 

model to depict the movement of slow buses, which 

can be challenging to deal with using existing 

methods. 

 

The performance evaluation metrics are: 

 

𝑀𝐴𝑃𝐸 =
100

𝑀
∑

𝐸−𝐸𝑖|

𝑖

𝑁
𝑖=1              (1) 

 

The accuracy of prediction is computed as: 

 

𝐴𝑐 = 100 − 
100

𝑀
∑

𝐸−𝐸𝑖|

𝑖

𝑁
𝑖=1  %             (2) 

 

Here, 

n is the number of errors 

i is the iteration number 

E is the actual value 

𝐸𝑖 is the predicted value 

 

V. CONCLUSION 

From the previous discussion, it is evident that smart 

and intelligent traffic systems are essential for 

effectively managing the high traffic volumes in urban 

and semi-urban areas worldwide, which are typically 

caused by major population shifts. Although there are 

several different uses for smart traffic monitoring, 

including optimizing routes and navigation, managing 

parking, controlling lighting, detecting accidents, 

identifying road anomalies, and managing 

infrastructure, it is crucial to consider the calculation 

of traffic volume across the entire network. This study 

provides a comprehensive analysis of contemporary 

statistical methods used to forecast the volume of 

traffic throughout a whole network. It focuses on 

important features of previous research in this area. 

The objective is to lay the groundwork for creating 

efficient and precise prediction models for traffic 

volumes in the realm of intelligent traffic and 

transportation systems. 
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