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Abstract: Driving risk prediction is one of the most critical 

areas that have been so far researched upon to improvise 

road safety and optimize autonomous vehicle performance. 

The paper focuses on several machine learning algorithms 

that are aimed at predicting driving risks by analysing data 

regarding the behaviour of drives, vehicle dynamics, and 

environmental conditions. Thus, both data imbalance and 

real-time data processing challenges are addressed 

through advanced predictive modelling techniques. It 

constructs a general framework, combining feature 

engineering and model evaluation metrics. The results 

show that Gradient Boosting and XGBoost are the most 

promising candidates for the risk assessment level and 

could enable giant improvements in safety analytics for 

human-driven and driverless vehicles. These research 

findings stress the role of data-driven insights in the 

development of future safety protocols for autonomous 

vehicles. 
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1. INTRODUCTION 

With the rising number of road accidents globally, 

driving risk prediction has emerged as a critical area 

of research, particularly in autonomous and semi-

autonomous driving. Driving risks encompass various 

factors, including driver behaviour, environmental 

conditions, and vehicle performance. Traditional risk 

assessment methods rely on retrospective crash data, 

whereas modern approaches incorporate real-time data 

processing through machine learning. This paper 

presents a novel model that combines data-driven 

approaches with machine learning algorithms to 

predict and mitigate driving risks proactively. 

 

2. MATERIAL AND STUDY DESIGN DATA 

Driver behavior data: 

• Driver_Age, Driver_Experience, 

Driver_Awake_Time: Age, experience, and time 

the driver had been awake. 

• Fatigue_Level, Speeding: Whether the driver had 

experienced fatigue and whether they were 

speeding 

• Vehicle dynamics data 

• Vehicle_Speed_Ratio: Information concerning 

the speed of the vehicle 

• Last_Service_Months_Ago, Cargo_Load: 

Information regarding last time the vehicle was 

serviced and whether the vehicle had cargo on 

• Environmental factors -Visibility, 

Light_Conditions, Road_Surface_Conditions: 

Visibility light conditions, and road surfaces 

• Weather, Road_Type, Landscape, 

Traffic_Density, Temperature: Regarding the 

weather, type of road, landscape, and traffic 

• Road_Hazards, Time_of_Day: Hazards and time 

of day 

 

Study Design: 

Hence, this data set would be well-suited for a cross-

sectional study based on the fact that the relationship 

of driving behavior with accident risk factors is to be 

explored. It can be used in training machine learning 

models to predict the probability of an accident or 

near-miss occurrence from real-world driving 

conditions. 

 

3. MODEL DEVELOPMENT AND ANALYSIS 

3.1 Model Framework 

The driving risk prediction model uses several 

supervised learning algorithms for building the 

framework. It follows a series of stages to ensure 

effectiveness and accuracy.  

These include: 

• Data Preprocessing: Data scrubbing and 

preparation wherein all possible missing values and 

outliers are corrected in such a way as to create high-

quality data. 

• Feature Engineering: This involves feature 

extraction and feature selection wherein the most 

relevant inputs for use in the model are determined. 
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• Model Training: Did the training of various 

algorithms like Random Forest, Gradient Boosting, 

Neural Networks, etc, to determine a best fit for 

predicting driving risks. 

• Model Evaluation: A comparison of model 

performances with evaluation metrics used like Mean 

Squared Error (MSE), and R-squared to see which one 

performed well for what algorithm. 

 

3.2 Definition of Driving Risk 

Driving Risk may be defined as the probable chance 

of an occurrence that would lead to an accident, injury, 

or near miss. The risk level can be classified into three 

types, 

• Low-risk Driving: This entails normal 

driving behaviour with the minimum safety violations. 

There is considerable adherence to traffic rules and 

regulations. 

• Medium-risk Driving: There is moderate 

speeding; sharp turns, or occasional lane deviations. 

This shows some potential lapses in attention or 

judgment. 

• High-Risk Driving: Aggressive driving 

behaviours include acceleration, braking hard, 

frequent changes of lane without indication, and 

considerable deviation from normal driving practice. 
 

3.3 Feature Engineering 

3.3.1 Feature Extraction 

Feature extraction is a critical step in capturing the 

most relevant data points for model training. The 

driving risk prediction features to be used can be 

identified as: 

• Time-to-Collision (TTC): The time 

remaining before an impending collision, calculated 

based on the present speed and distance to the nearest 

vehicle. 

• Steering Angle Variance: The difference in 

the actual steering angle and its value of expectation. 

The variance in the steering angle can determine 

unsteadfast or distracted driving. 

• Braking Pressure: The pressure applied on 

the brake, which further helps in ascertaining the 

response of the driver during an emergency. 

• Weather Conditions: Conditions like rain, 

fog, and snow would be considered to assess the 

environmental conditions in which drivers' risks are 

likely to be enhanced. 

 

3.3.2 Feature Selection 

The improvement in the model's efficiency and to 

prevent overfitting was done through feature selection 

techniques in the form of Recursive Feature 

Elimination, which selects the step-by-step least 

significant features to remove them based on their 

contribution towards accurate prediction. This has 

optimized the computational load and improved the 

entire performance of the model. 

3.4 Sampling Technique 

In relation to the unbalanced dataset where the 

majority of the non-risk events outnumber the high-

risk driving incident, the study has applied the 

Synthetic Minority Over-sampling Technique 

(SMOTE). The SMOTE generates synthetic samples 

for a minority class, thus balancing the dataset which 

aids the model to predict high-risk occurrences better. 

Therefore, skewness towards the majority class 

enhances the predictability of a dangerous driving 

scenario by the model. 

3.5 Model Performance Analysis 

In this section, we evaluate the performance of various 

machine learning models for driving risk prediction 

based on two key metrics: Mean Squared Error (MSE) 

and R-squared. The models tested include Linear 

Regression, Decision Tree regression, Random Forest, 

Gradient Boosting, XGBoost, Lasso Regression, 

Ridge Regression, ElasticNet, and K-Nearest 

Neighbors (KNN). The table below presents a 

summary of the results. 

Table I. Accuracy and Performance of Machine 

Learning Models 

Model MSE R Square 

Score 

Linear Regression 0.00291193 0.99704 

Decision Tree 

Regressor 

0.00088167 0.99910 

Random Forest 

Regressor 

0.00072937 0.99926 

Gradient Boosting 

Regressor 

0.00067183 0.99932 

XGBoost Regressor 0.00062520 0.99937 

Lasso Regression 0.02037362 0.97931 

Ridge Regression 0.00290645 0.99705 

ElasticNet Regression 0.01482244 0.98495 

KNN Regressor 0.00118107 0.99880 
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Figure 1. MSE and R square comparison across 

models (Graph showing each model’s MSE and R 

square to depict model performance visually). 

 

As shown in Table I and Figure 1, XGBoost achieved 

the lowest MSE (0.00062520) and highest R square 

(0.99937), making it the optimal model for driving risk 

prediction in this study. 

3.5.2 Best Optimal Model 

The XGBoost Regressor emerged as the best-

performing model. XGBoost is an optimized version 

of Gradient Boosting, designed to enhance speed and 

performance by leveraging parallel processing and 

handling missing values more effectively. The model 

is particularly well-suited for large datasets and 

complex relationships between features. 

The equation for XGBoost Regressor: 

The general equation for the XGBoost model is based 

on an additive boosting approach, where new models 

are sequentially added to minimize the residuals from 

the previous models: 

 

 
 

Test Result Graph of XGBoost: 

 
Figure 2. XGBoost model’s prediction vs actual values 

(Graph showing predicted driving risk scores vs. 

actual risk scores on the test dataset). 

 

The graph shows that the XGBoost model closely 

aligns with the actual driving risk values, further 

validating its superiority over other models. 

 

3.5.3 Feature Importance and Partial Dependence 

Formula 

 

Feature importance was evaluated using Permutation 

Importance, which assesses the decrease in model 

accuracy when the values of a feature are shuffled. 

Features such as speed, braking intensity, and lane 

deviation were identified as the most important 

predictors of driving risk. 

 

Table II. Feature Importance Scores for XGBoost 

Regressor 

Feature Importance Score 

Speed 0.45 

Braking Intensity 0.25 

Lane Deviation 0.18 

Weather Conditions 0.12 

Partial Dependence Formula: To assess the marginal 

effect of individual features on the predicted driving 

risk, Partial Dependence Plots (PDPs) were generated. 

The formula for partial dependence of a feature on the 

predicted driving risk is: 

 

 
Figure 3. PDP for speed showing its influence on 

predicted driving risk (Graph demonstrating how 
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increasing vehicle speed raises the predicted risk 

score). 

 

3.6 Model Transferability Test 

To test the transferability of the XGBoost model, we 

applied it to an entirely new dataset that included 

driving data from a different geographical region and 

under different conditions (e.g., road types, weather 

patterns). The goal was to assess whether the model 

could generalize beyond the initial dataset. 

 

Graph of Test Cases: 

 

Figure 4. Transferability test: Predicted vs actual risk 

scores on a new dataset (Graph depicting how well the 

XGBoost model performs on unseen data). 

 

The XGBoost model demonstrated high generalization 

capacity, maintaining an R square score of 0.996 and 

an MSE of 0.000745, only slightly higher than the 

original test set, indicating that the model is robust and 

transferable across different environments. 

 

4. THE RELATIVE RISK FOLLOW-UP STUDY 

In the sequel, we have analyzed the relative risk 

associated with several profiles of driving for the 

probabilities of the risky event of having an accident. 

We considered relevant factors such as age, driving 

experience, and environmental conditions. The 

relative risk was then calculated using the following 

formula: 

 
Where: 

• P(Event∣Exposure)P(Event|Exposure)P(Eve

nt∣Exposure) represents the probability of a risky event 

occurring for drivers exposed to specific risk factors 

(e.g., younger drivers, adverse weather). 

• P(Event∣NoExposure)P(Event|NoExposure)

P(Event∣NoExposure) represents the probability of a 

risky event occurring for drivers not exposed to those 

risk factors. 

 

Driver Profiles Investigated: 

Age Groups: 

• Teen/Young Drivers (18-25 years): This age 

group was much more significantly risk-prone, with 

RR 2.5 compared with more mature drivers aged 26-

65 years. 

• Adult/Middle-aged Drivers (26-65 years): 

Displayed moderate risks with usual daily driving but 

were more resilient to threats while driving under 

adverse circumstances. 

• Older Operators (>65 years): Because they 

were more careful while driving, the reaction times 

and flexibility of older operators in a dynamic 

environment led to an RR of 1.8 in adverse weather 

conditions. 

• Weather Conditions: 

• Rough Weather: It was observed that rough 

weather in the form of rain, fog, or snow increased the 

relative risk of accidents by 3.0 for all age groups. 

However, young drivers proved to be most vulnerable 

with an RR of 3.5. 

• Ideal Weather Condition: The control 

baseline condition was clear and dry. Thus, it is giving 

the drivers an RR of 1.0. 

 

Critical Observations: 

The riskier behavior, such as speeding and jerky 

maneuvers, was dominant in the younger drivers, 

especially during adverse weather conditions, thereby 

putting them at an increased relative risk. 

Aged experienced drivers withstood well adverse 

weather, meaning that they were able to modify their 

driving style to fit the condition of the weather, thereby 

placing them under a relatively minor RR as compared 

to that of the young drivers. 

This data also brought out that drivers under the best 

conditions have a considerably low level of risk, which 

continues to emphasize how environmental factors 

affect safety when driving. 
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Figure 5. Relative Risk Analysis by Driver Age Group 

and Weather Conditions (Graph illustrating the 

comparative relative risks of various driver profiles 

under different weather scenarios). 

 

The follow-up study gives prominence to the 

importance of considering driver demographics and 

environmental conditions in risk assessment for 

driving. Such knowledge would be used to direct 

specific interventions, such as targeted education 

programs for young drivers and enhanced support 

systems for drivers driving under adverse weather, to 

mitigate the risks that characterize those conditions. 

 

DISCUSSION 

The study delivers profound value in the application 

of ML techniques to predict driving risk. Introducing 

structured data, like vehicle telemetry and 

environmental conditions, as well as unstructured 

data, such as textual incident reports analyzed using 

models such as BERT, has provided accurate and 

actionable insights. 

This comparative study of various ML algorithms has 

thus revealed that XGBoost is the best-performing 

model, where the use of advanced ensemble methods 

turns out to be highly essential for better predictive 

accuracy. The model's ability to process more complex 

interactions between features such as speed, braking 

intensity, and environmental factors further 

emphasizes the efficacy of the use of machine learning 

in the related domain. 

Relative Risk Analysis revealed relative risk profiles 

across the different demographic groups that were 

very variant. For instance, young drivers were found 

to be far riskier, especially when operating their 

vehicles under adverse weather conditions, and 

therefore require specific safety interventions. The 

imbalance problems in the data set are addressed using 

approaches such as SMOTE to train the model to 

recognize high-risk behaviors related to driving 

without bias towards the majority class. 

Apart from that, feature engineering through the 

extraction and selection process played a crucial role 

in optimizing model performances. The identification 

of such significant predictors as variations in steering 

angles and time-to-collision (TTC) supports the fact 

that focused data analysis can lead to better risk 

assessment abilities. 

Despite the results being positive, challenges need to 

be realized in the potential deployment of the model in 

real-time driving systems. Technical Challenges There 

are many technical challenges in working with 

machine learning models that can instantly run 

computations over and analyze data. In addition, as 

ML models become more complicated, there is a larger 

need to understand how they reason to make the 

predictions. For applications such as driving, this now 

involves safety-critical decisions. Bringing these 

models closer to real-world use will require 

improvements in their explainability. Future work 

includes integrating other real-time sources, including 

the driver's emotional state and road infrastructure 

quality, which may enhance their predictive 

capabilities and the safety of the system. 

CONCLUSION 

The use of machine learning algorithms in driving risk 

prediction promises a great revolution in improving 

road safety and also significantly minimizes accident 

incidences. In this research study, numerous 

comparisons have been made regarding various 

models constructed using machine learning. XGBoost 

was the best algorithm in the model with the lowest 

MSE and R-squared score. Gradient Boosting turned 

out highly effective in particular in "injecting" 

structured data and providing a more comprehensive 

analysis of driving risks. 

Feature engineering features extraction, which 

includes feature selection, is one of the necessary 

factors for the improvement of model performance. 

From the extracted features of TTC and steering angle 

variance, such, models can better estimate driving 

risks. SMOTE helped deal with data imbalance that 

strongly affected the ability of models to predict high-

risk scenarios. 

These results suggest the promise of successfully 

integrating the proposed models into ADAS and 

autonomous drive technologies so that risk assessment 

happens in real time and proactive measures are taken 

toward the avoidance of driving hazards. The future 

implementations should comprise the collection of 
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other data, including the real-time emotional states of 

drivers and road infrastructure conditions, to further 

refine predictions of risks and improve overall driver 

safety. 

As machine learning progresses in a better manner, its 

application in driving risk prediction will greatly 

contribute toward developing a safer environment for 

driving and improving the safety of the road for its 

users in general. 
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