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Abstract: Among all types of cancers, brain cancer has 

been among the most common affecting many people. 

The disease is now endangering lives. Early detection is 

crucial for making life-saving interventions. MRI is a 

very powerful device for detecting different brain 

abnormalities and widely used by radiologists and 

physicians. We propose Deep learning-based 

convolutional neural network techniques to identify 

different types of brain cancers. The proposed model 

uses large datasets with five classes (meningiomas, 

gliomas, pituitary, Neurocitoma, Schwannoma tumors). 

The model is developed based on Residual Network or 

ResNet-50 and has a special designed architecture to 

learn abnormal complex data features. This helps 

doctors decide whether the patient has the disease. With 

deep learning technology, it offers a more accurate, 

effective, faster way to identify brain tumors. The 

proposed method achieves accuracy of 99.08%. 

Experimental results show the efficiency of the proposed 

method for BT multi-class categorization. 

A brain tumor is when there is an abnormal growth of 

cells somewhere in the brain or in its central nervous 

system. It can be primary or it can metastasize. A 

Magnetic Resonance Imaging scan (MRI) is one of the 

most common means of detection of brain tumors. 

However, the modern-day best-in-class format for brain 

tumor segmentation such as the U-Net architecture 

would still be preferred because radiologists may differ 

in perspective. In America only, over 160.000 people live 

with brain and other nervous system cancers, and thus 

timely detection of these tumors becomes vital. In this 

said paper, three models; Regular U-Net, Upgraded U-

net, and Attention U-net are shown to segmentation 

against the brain tumor and compared using Dice Score 

Coefficient (DSC). Among these three models, regular 

U-Net renders the best DSC of 0.3902, 0.6877, and 

0.6534 for the Necrotic, Edema, and Enhancing Tumor 

mask, respectively. These include promising findings as 

well as floors for future improvements. Research might 

investigate new methods of pre-processing data or 

alternate designs of model architecture to bring about 

an improvement in segmentation accuracy. Such 

findings illustrate the potential of advanced deep 

learning models like UNet in brain tumor detection, 

along with adding and comparing various models and 

techniques to further enhance each model's 

performance for more coherent and accurate results 

critical in timely and right patient care. 
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1. INTRODUCTION 

1.1 Background 

Abnormal growths of tumorous tissues in the brain are 

termed brain tumors. These tumors have 

classifications of either benign or malignant. They 

should be primarily diagnosed by means of medical 

imaging techniques, where MRI (Magnetic 

Resonance Imaging) scan is considered a well-known 

tool for tumor detection. An MRI scan is a special 

imaging technique where high-resolution images of 

the brain are furnished, with which the size, type, 

location, and indeed presence of a tumor may be 

assessed by a radiologist. However, such 

interpretation of scans is a subjective task and 

requires a good level of expertise. Small tumors or 

characteristics thereof can be missed by the most 

experienced radiologists, delaying diagnosis and 

treatment. 

 

There are techniques like machine learning or more 

particularly deep learning techniques that used to 

automate brain tumor classification and 

segmentation. This has reduced human intervention 

and lack in diagnosis speed. Convolutional neural 

networks (CNNs) among the deep learning models 

have proved their effectiveness in image analysis 

tasks especially those related to medical imaging. 

 

ResNet, which is short for Residual Networks, uses a 

series of residual blocks that enable the model to learn 

deeper representations without being affected by the 

problem of vanishing gradient, which is an ethical 

concern for deep networks. This feature ensures that 

ResNet50 is used in many complex image 

classification problems, such as tumor detection.. 
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While CNNs have shown promising results, a major 

limitation is that they lack interpretability.   These 

techniques can make deep learning models more 

understandable and sensible in a medical scenario. 

This paper makes a study of brain tumor classification 

and segmentation using ResNet50 and U-net and also 

performing real time classification and comparing 

different deep learning models. 

 

1.2 Problem Statement 

Diagnosis of brain tumors through MRI scans 

involves complex tasks like tumoral classification and 

segmentation. Current methods are time-consuming 

and prone to human error. Tumor shapes, sizes, and 

textures can vary among patients, so tumor 

segmentation manually is often inaccurate. Even 

advanced machine learning techniques such as those 

based on Convolutional Neural Networks are often 

less interpretable, making it hard for medical 

practitioners to reason and understand the model's 

framework. 

Therefore, this paper addresses these problems: 

Improve the accuracy of brain tumor classification 

approaches with deep learning models, particularly 

ResNet50. 

Automate the process of segmenting images of MRI 

brain scans to help radiologists quickly and accurately 

identify the borders of tumors. 
  

1.3 Motivation 

 Classification of brain tumor and segmentation is 

essential for diagnosis and planning of treatment. 

Most traditional methods advocate manual workflow, 

which takes a lot of time and is often prone to several 

human errors. Improved functionality and 

performance, especially recently brought by the 

introduction of ResNet50 deep learning models, 

significantly increased the success rates of these 

operations. The more fundamental problem remains 

the opacity of deep learning models that inhibits their 

less use in clinical applications. 
 

This study seeks to synergize the benefit of 

explainable AI into such a workflow by putting 

together the efficacy of deep learning with its 

transparency so that clinicians can trust the decisions 

made by AI models in their practice. Healthcare is a 

field where the decisions made by most AI systems 

really matter for patients. A motivation that brings this 

research study is to have an automated, accurate, and 

explainable tool that radiologists can use to detect 

brain tumors so that patient care can be enhanced. 

1.4 Objective 

"Targeting the goal of classifying and segmenting 

brain tumors via a deep learning-oriented 

classification and segmentation model using 

ResNet50, one such technique is expected to 

complement the model with Explainable AI 

techniques. Specifically, it attempts to, among others: 

 

High-accuracy classification of brain tumors into 

glioma, meningioma pituitary tumors and normal 

brain tissue. 

Accurately segment the tumor from MRI, where the 

tumor region will be differed from normal brain 

tissue. 

2. RELATED WORK 

 

2.1 Brain Tumor Classification 

The research on classification of brain tumors has 

continued to be active in terms of MRI images. At 

first, it relied on the traditional machine learning 

approaches in which some texture, shape as well as 

intensity properties were manually extracted from 

MRI scans and processed into algorithms as Feature 

Extraction and Classification in Support Vector 

Machines (SVM), Random Forests, and k-Nearest 

Neighbors (k-NN). Although quite promising, this 

approach would become limited when the application 

was made on diverse datasets, given that it would 

handcraft features. 

 

In recent decades, deep learning techniques have 

changed the field, especially using deep architectures 

such as Convolutional Neural Networks (CNNs), by 

automatically learning from raw data, thus doing 

away with the human-engineered features. Multiple 

studies have demonstrated the efficacy of CNNs in 

classifying tumor types obtained from brain scans. 

For instance,  (Review of li et al.., 2017) applied 

CNNs to classifying gliomas and meningiomas with 

over 90% accuracy. Most recently, ResNet50, with its 

very deep architecture and the benefit of residual 

connections, has been used to achieve very improved 

performance compared to other architectures on 

multiple classification tasks related to medical 

images. 

 

2.2 Brain Tumor Segmentation 

Tumor segmentation signifies the activity of outlining 

the tumor site from other surrounding tissues seen in 

medical images. Traditionally, the segmentation 
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included thresholding, region growing, and active 

contours. However, for many applications, it could 

not solve the problem of the complexity and 

variability of tumor shapes. 

 

During these days of deep learning, U-Net is 

considered a gold standard in segmentation pertaining 

to medical images. Primarily because of its encoder-

decoder structure, it is an ideal architecture for pixel-

level segmentation tasks. Recently, some ResNet-

based architectures have been incorporated into U-

Net to better extract features in the encoder part of the 

network. 

For instance,  (Review of yu et al, 2018)a ResNet-

based U-Net model for brain tumor segmentation on 

LGG Segmentaion dataset, taken from kaggle, 

producing state-of-the-art results. The resultant model 

of ResNet50 along with U-Net showed highly 

efficient in segmenting complex tumor structure 

scanned using MRI. 

 

3. LITERATURE REVIEW 

The below table 1. Shows the research we have done 

on brain tumor Classification and segmentation 

Paper Name Publication Model /Algorithm Used Limitation/Future Scope 

[18] Multimodal Brain Tumor 

Classification Using Deep 

Learning and Robust Feature 

Selection: A Machine Learning 

Application for Radiologists 

Diagnostics VGG16 and VGG19 

extreme learning machine 

domain adaptation transfer 

learning 

More no of features caused 

degradation in accuracy 

[19]Advanced Deep Learning 

Approaches for Accurate Brain 

Tumor Classification in Medical 

Imaging 

Symmetry VGG-16, VGG-19, and 

Inception-V3 architectures 

with AQO optimize 

crowdsourcing data collection 

and analysis 

[20] A Deep Learning Approach 

for Brain Tumor Classification and 

Segmentation Using a Multiscale 

Convolutional Neural Network 

Healthcare Hybrid of CNNs and genetic 

algorithm 

HVS processing 

FCN architecture for the 

classification 

[21] Detecting brain tumors using 

deep learning convolutional neural 

network with transfer learning 

approach 

International 

journal of 

imaging 

systems and 

technology 

GoogleNet 

ResNet101 

Transfer learning 

Not given 

[22] Development and Validation 

of a Deep Learning Model for 

Brain Tumor Diagnosis and 

Classification Using Magnetic 

Resonance Imaging 

JAMA 

Network 

Open 

 he inclusion of different MRI 

views and addition of clinical 

information in predictive 

modeling may be associated 

with improved performance 

of the system 

K-Net-Deep joint segmentation 

with Taylor driving training 

optimization based deep learning 

for brain tumor classification using 

MRI 

Imaging 

Science 

Journal 

K-Net-Deep joint 

segmentation  

Driving Training Taylor (DTT) 

algorithm 

Shepard Convolutional Neural 

Network (ShCNN) 

Not given 

Multi-Classification of Brain 

Tumor Images Using Deep Neural 

Network 

IEEE  AlexNet 

ANN 

SVM 

KNN 

Needs big dataset 

include different ages and 

races 
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[3] Automated brain tumor 

segmentation techniques— A 

review 

 

 This paper reviews automated 

brain tumor segmentation 

techniques using MRI, PET, 

CT, and multimodal imaging. 

- Diversity of tumor shape, 

location, and size makes 

segmentation challenging - 

Limitations of individual 

imaging modalities (PET, CT, 

MRI) can affect segmentation 

accuracy - Multimodal 

techniques can address some 

limitations but also have their 

own limitation 

[7] State of the art survey on MRI 

brain tumor segmentation. 

 

 1. Semiautomatic brain tumor 

segmentation methods 

 2. Fully automatic brain tumor 

segmentation methods 

3. MRI-based brain tumor 

segmentation 

- The current methods for 

brain tumor segmentation are 

not fully automatic and 

require further development 

to achieve higher accuracy 

and efficiency. 

 - The accuracy and efficiency 

of the developed systems may 

not be at the desired level, and 

there is a need to explore and 

compare different 

classification techniques to 

improve the accuracy. 

[8] Review of Brain Tumor 

Segmentation and Classification 

 

 - Segmentation algorithms: 

fuzzy c-means, k-means, 

convolutional neural networks, 

Particle Swarm Optimization 

(PSO)  

- Classification algorithms: 

support vector machines 

(SVM), K-nearest neighbors 

(K-NN), Nearest Subspace 

Classifier (NSC), Sparse 

Representation-based 

Classification (SRC), k-means 

- Difficulty in segmenting 

brain tumors due to high 

variability in shapes and sizes 

- Room for improvement in 

segmentation accuracy, 

especially in the core and 

enhancing tumor regions - 

The method may not 

generalize well to other types 

of medical image 

segmentation tasks beyond 

brain tumor segmentation 

[16] A deep learning architecture 

for brain tumor segmentation in 

MRI images 

 

 1. A novel fully convolutional 

network (FCN) architecture 

for brain tumor segmentation 

in MRI images. 2. The use of 

the Brain Tumor Segmentation 

(BraTS) challenge dataset 

provided by the MICCAI 

society. 

- The reviewed methods may 

have limitations in terms of 

their effectiveness for brain 

tumor segmentation from 

MRI images - There is still 

room for improvement and 

further exploration in this 

research area 

 
[17] A review on brain tumor 

segmentation of MRI images. 

 

 1. Conditional Random Field 

(CRF) 

 2. Fully Convolutional Neural 

Network (FCNN) 

 3. DeepMedic  

4. Ensemble methods 

- Accurately detecting and 

segmenting brain tumors from 

MRI data can be challenging 

due to the complex 

characteristics of tumors 

 - The proposed method is 

semi-automatic, which could 

be seen as a limitation 
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compared to a fully 

automated approach 

 - There is still room for 

improvement in the overall 

performance of the brain 

tumor segmentation and 

classification, even though 

the proposed method shows 

improved results compared to 

the k-NN classifier 

[15] Automated Segmentation and 

Detection of Brain Tumor from 

MRI 

 

 1. Convolutional Neural 

Networks (CNNs) for semi-

automatic brain tumor 

segmentation 2. Knowledge-

guided (KG) technique for 

automated brain tumor 

segmentation 3. k-Nearest 

Neighbors (k-NN) classifier 

with learned optimal distance 

metrics for pixel-level 

tumor/background 

classification 

- The need to improve the 

robustness and accuracy of 

the segmentation algorithms 

 - The need to further explore 

and evaluate advanced 

segmentation methods like 

region growing, genetic 

methods, fuzzy clustering, 

deformation, atlas methods, 

and artificial neural networks 

 - The need to further explore 

and evaluate hybrid methods 

that combine different 

techniques like genetic 

algorithms, artificial neural 

networks, and support vector 

machines 

[23] Self – activated segmentation 

practices of brain tumefaction in 

MR scan images: a study 

 

 - Conventional segmentation 

techniques: thresholding, 

edge-based, morphology-

based, watershed, k-means, 

and Markov random field 

methods  

- Advanced segmentation 

techniques: region growing, 

genetic algorithms, fuzzy 

clustering, deformation-based, 

atlas-based, and artificial 

neural networks  

- Hybrid methods combining 

genetic algorithms, artificial 

neural networks, and support 

vector machines (SVM) 

 

4. METHODOLOGY 
 

4.1 Dataset and Preprocessing 

The study further uses the two broad datasets as 

follows:  

LGG Segmentaion Dataset: This used widely for 

segmentation tasks and comprises MRIs from 

multiple modalities (FLAIR, T1, T1CE, and T2), 

together with ground truth segmentation masks. The 

images were appended to a 128×128×128 dimension 

for uniformity and computational economy. 

 

Brain Tumor MRI Dataset: This dataset comprises 

labeled images indicating whether or not brain tumor 

abnormalities exist in the specimen and is designed 

for classification purposes.  
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Preprocessing Stages 

Normalization: All intensities of pixels in MRI 

images normalized on the same range of [0, 1], 

ensuring consistency of input values into the neural 

network.  

Augmentation: Addressing class imbalance and 

model generalization: Classification data: random 

rotations, flips, zooms, and shear transformations. 

Random flipping across spatial axes, rotation within a 

range of −10degree to 10degree , and zoom within a 

scalene range of 0.9 to 1.1are used in the 

augmentation of segmentation data. 

 
Figure 1Modalities 

4.2 Model Architecture 

Classification Module 

The classification of tumor is done using the 

backbone of pre-trained ResNet50V2 model fine-

tuned for four-class classification. The architecture 

comprises: 

A global average pooling layer for feature extraction. 

Fully connected layers along with a softmax 

activation final output layer for a multi-class 

probability distribution. 

 

Segmentation Module  

Segmentation task is achieved through a 3D U-net 

custom architecture enhanced: 

 

Residual Blocks Promote deeper learning by 

gradients moving efficiently. 

Attention Mechanism Attention layers were designed 

to focus saliently on tumor regions to suppress 

irrelevant backgrounds. 

Output Layer: The output layer is converted into 

binary segmentation using sigmoid function 

activation to produce pixel-wise tumor masks. 

  

 
Figure 2Model Architecture 

 

 
Figure 3Presentation of these 3 Planes 

 

4.3Training and Validation 

Data Generators 

Separate data generators were implemented: 

 

Classification Generator: 

Used ImageDataGenerator available in TensorFlow 

for loading and data augmentation of 2D image based 

datasets. 

 

Segmentation Generator: 

Specific to the work and problem solving goals 

undertaken here, custom functions in Python, called 

knitr and bend, were leveraged to primarily load and 

prepr ocess NIfTI files as well as augment the 3D 

MRI volume . 

 

Training Protocol 

Both tasks were trained over 50 epochs using 

segments while a batch of size 4 for the segmentation 

task and 32 for classification. 

Multi-task loss was calculated based on classification 

and segmentation loss functions with a class 

weighting. 

 

Evaluation Metrics: 

Classification: Probability of correct answers, percent 

accuracy, percent error, and probability of correct 

detections. 
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Segmentation: Dice coefficient and IoU or 

Intersection of Union. 

 
Figure 4 U Net Architecture 

 

 
Figure 5Class Distribution 

 

4.4 Visualization and Result Analysis 

Quantitative outcomes were depicted in a form of 

visual representations of FLAIR images with 

superimposed predicted segmentation masks. Tumor 

localization was the next area of focus in these 

overlays and the model did a good job of pinpointing 

regions of interest. 

To confirm the fact that preprocessing actually 

enhances the result of the image analysis, some 

random samples of augmented images and 

segmentation masks were plotted. 

 

Quantitative Analysis 

For pixel labeling accuracy, Dice coefficient and IoU 

were computed for the segmentation task. 

For the purposes of evaluating model stability, 

accuracy and F1-scores were calculated for each class 

for the classification task. 
 

5. EXPERIMENTS AND RESULTS 
  

5.1 Training Process 

Data Preparation and Augmentation 

The ResNet50 model is fine-tuned from the  

comprises multi-modal MRI scans. Processing them 

includes intensity normalization to put pixel values 

into definite ranges and skull stripping to eliminate 

non-brain regions, thus minimizing noise. Among 

others, random rotations (±30°), horizontal and 

vertical flips, brightness adjustments, and zoom 

transformations are applied to create synthetic 

enlarging and diversifying that can generalize well. 

Especially with unseen test data, it gives a more 

realistic view of the model. 

 

Model Fine-tuning 

The pre-trained ResNet50 is then fine-tuned such that 

the complete top layer is substituted with a single 

fully connected dense layer of 4 neurons 

corresponding to four classes: glioma, meningioma, 

pituitary tumor and no tumor. Additionally, the 

architecture maintains residual connections, which 

enables learning of deeper layers without running into 

the problem of a vanishing gradient problem. 

 

Segmentation with U-Net 

Segmentation is performed by training U-Net on the 

same dataset, which comes with typical segmentation 

masks, for segmentation. The architecture of U-Net is 

encoder-decoder, genuinely integrates multi-scale 

features, while skip connections ensure that spatial 

information is preserved. 

Loss Function: Dice loss, optimized especially for 

handling class imbalance in medical image 

segmentation, as it is directly optimizing the overlap 

between predicted and ground-truth masks. 

Augmentation: Similar to the classification task, but 

with added transformations like random cropping so 

that the segmentation model learns robust boundary 

delineations. 

Validation: A split of 10% of the dataset for validation 

during training so that performance may be measured 

in a consistent manner.  

 
Figure 6 Segmentation MRI 
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Hardware and Software Details 

Both models have been trained using PyTorch deep 

learning framework on Colab T4 GPU. It took nearly 

10 hours for both ResNet50 and U-Net model training 

involving 50 epochs each because of the vastness of 

the datasets and their complexity. 

 

Training Curves 

The training and validation accuracy of ResNet50 

increased consistently over epochs, reaching a stable 

value of around 94% accuracy. The loss curves 

indicated smooth convergence and hence well-

training. U-net's Dice coefficient for the validation 

set, which reached a score of 0.88, is only slightly 

overtrained after 40 epochs. 

  

 
Figure 7 Tumor Images 

5.2 Performance Measuring Metrics 

An integral component of a research study is the 

evaluation of segmentation and classification 

performance of a machine learning algorithm. 

Satisfactory output from a machine learning model 

based on a metric such as accuracy score may not 

necessarily correlate with other measures. Indeed, 

most times, various comparative performance 

evaluation metrics are used in measuring and 

comparing the model performance. 

 

TP is a pixel that has been correctly predicted to 

belong to the given class according to the ground truth 

in segmentation tasks. In contrast, a true negative 

(TN) defines a pixel that has been correctly identified 

not to belong to the given class. In contrast, false 

positive (FP) indicates an instance whereby that pixel 

is incorrectly predicted by the model for not being 

part of a given class. False negative (FN) then 

represents an instance in which the model incorrectly 

predicts the pixel belonging to a given class. Thus, for 

the tumor classification task, TP is defined as tumor 

class correctly predicted to belong to a given class 

according to the ground truth while TN defines a 

tumor class correctly identified as not belonging to 

this given class. Definition: FP occurs when a tumor 

class that does not belong to the given class is 

predicted incorrectly by the model. A false negative 

(FN) is then produced if a model erroneously predicts 

a class that is assigned the value of a given category. 

So, hereafter, different performance metrics reported 

in the literature for brain tumor segmentation and 

classification will be given. 

 

Accuracy or (ACC) is a measure of how well a model 

is able to classify all class or pixel, positive or 

negative. 

 

                           𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹 𝑃+𝐹𝑁
 

 

Sensitivity (SEN): It specifies the proportion of 

positive samples/pixels correctly predicted by the 

model among all actual positive samples. It indicates 

the ability of a model in identifying positive 

samples/pixels.  

 

                                 𝑆𝐸𝑁 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  

 

Specificity (SPE): It is defined as the ratio of actual 

negatives which are predicted as the negative (or true 

negative). It measures the percentage of classes/pixels 

which couldn't be correctly identified.  

 

                               𝑆𝑃𝐸 =
𝑇𝑁

𝑇𝑁+𝐹 𝑃
 

  

Recall (RE): Recall describes the completeness of 

positive predictions of the model in machine learning 

to ground truth. It indicates the percentage of 

classes/pixels annotated in our ground truth, which 

are also included in the model's prediction.  
 

                              𝑅𝐸 =
𝑇𝑁

𝑇𝑃+𝐹 𝑁
 

 

Precision (PR): or (PPV) positive predictive value is 

an indicator of how often the model predicting the 

correct class/pixel - the percentage of positive 

predictions made by the model with regard to correct 

predictions is made.  
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                                         𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹 𝑃
 

 

F1-Score is the most commonly favored indicator that 

possesses both precision and recall. It mathematically 

describes the harmonic mean of the two.  

 

𝐹 1𝑠𝑐𝑜𝑟𝑒 = 2
𝑃𝑅 ∗ 𝑅𝐸

(𝑃𝑅 + 𝑅𝐸)
 

  

Intersection over union (IoU) also called Jaccard 

index (JI) estimates the percent overlap between the 

annotated ground truth mask and the predictions 

resulting from model output.  

 

                                      𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃+𝐹 𝑃+𝐹 𝑁
 

 

The Dice similarity coefficient (DSC) will measure 

the spatial overlap between the ground truth tumor 

region and the region segmented by the model. A zero 

value in DSC means that there is no spatial overlap 

between the ground truth tumor region and the result 

annotated by the model, while a value indicates total 

overlap between both. 

  

                                 𝐷𝑆𝐶 =
𝑇𝑃

1

2
(2𝑇𝑃+𝐹 𝑃+𝐹𝑁)

 

 

Whereas the area under the curve of the measure 

describes the ability of a classifier to differentiate 

between classes, it acts as a summary of the receiver 

characteristics curve and an area under true positive 

rate vs false positive rate. 

 

IS=similarity index. It refers to that part of the 

similarity with which the ground truth is annotated by 

the expert and the model's so-called segmentation. It 

describes how similar the input image is in the 

identity presence of the detected tumor region. 

 

                                  𝑆𝐼 =
2𝑇𝑃

2𝑇𝑃+𝐹 𝑃+𝐹𝑁
  

 

Dice states how differently two model segmentations 

represent the same tumor volume in actual truth. A 

zero Dice value indicates that there is no match in 

both the spatial representations. A value 1 indicates a 

complete match between them. Dice measures the 

spatial overlap between the segmented regions 

experimentally and through ground truth tumor 

regions. 

 

5.3 Comparison Model 

The most proficient models are DenseNet121 and 

ResNet50V2, with maximum accuracies of 93.8% 

and 93.5%, respectively. On top of this, both recorded 

better F1-scores, for better handling of imbalanced 

data with high precision and recall. 

EfficientNetB0 had an accuracy figure slightly lower 

than this, while it still maintained competitive 

precision and recall, thus making it light in 

architecture and a viable option for deployment in less 

computationally able devices. 

InceptionV3 has a balanced performance on all 

metrics and is therefore expected to be more 

generalizable to normal classification tasks. 

 

Model 
Accuracy 

(%) 
Precision Recall 

F1-

Score 

EfficientNetB0 91.3 0.9 0.91 0.9 

ResNet50V2 93.5 0.93 0.94 0.93 

InceptionV3 92.1 0.91 0.92 0.91 

DenseNet121 93.8 0.93 0.94 0.93 

 

According to the results, DenseNet121 and 

ResNet50V2 are the models most recommended for 

brain tumor classification due to their best accuracies 

in generalization. EfficientNetB0 is indeed 

lightweight and hence useful in applications that have 

requirements for fast inference in devices with 

constrained resources. Future deployments may be 

directed to explore ensemble modeling that could 

merge the wisdom from these architectures to 

improve robustness of classification. 

 
Figure 8 Model Comparison 

6. REAL TIME CLASSIFICATION AND 

SEGMENTATION 

 

6.1. Real-Time Classification with ResNet50 

The first functionality of this system is to classify 

brain MRI images into predefined categories as No 

Tumor, Meningioma, Glioma, and Pituitary Tumor. 
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This forms the backbone of the classification process 

and the model pre-trained for task fine-tuning is taken 

from the ResNet50 model. 

 

User Interaction: The web interface is used by users 

to upload any MRI image they have. The uploaded 

file is enabled to be processed and kept in the 

directory folder of the server by the Flask application. 

Image Preprocessing: The uploaded image is resized 

to 224 by 224 pixels, normalized to scale the pixel 

values to the range [0,1], and expanded to include a 

batch dimension, making it compatible with the input 

format of the model. 

Prediction Workflow: This processed image will be 

passed into the ResNet50 model, and it will return 

probabilities against each tumor class. The system 

will find the class with the highest probability using 

np.argmax() and map it to the corresponding tumor 

category name. 

Output and Feedback: The type of tumor that has been 

predicted will be shown to the user so that he will 

know the output immediately after inputting the MRI 

image. 

Thus, the real-time classification pipeline is achieved 

such that even by simple commands, the doctor can 

be able to access the type of tumor in the MRI images 

in a very short time. The superlative accuracy of the 

ResNet50 model combined with its robustness against 

overfitting due to residual connections gives 

reliability in even clinical scenarios. 

 

6.2 Real-Time Tumor Segmentation with U-Net 

 

Further, the second segment pertains to the process of 

the tumor segmentation from MRI images, which 

would thereby create more precise boundaries, hence 

visualization of tumors. Indeed, segmentation of 

tumors is one of the most important steps in the 

assessment of tumor volume, shape, and extent; 

hence, giving an added value to its applications in 

treatment planning and monitoring of disease 

progression. A custom-trained U-Net model is 

employed in the segmentation task, which is 

optimized with special loss functions such as Dice 

Loss.  
 

Segmentation Pre-processing: Uploaded MRI is 

downsized to 256x256 pixels as input requirements of 

a U-Net model. Pixel values are normalized for the 

range [0,1] and a batch dimension is added for 

compatibility. 

Segmentation Prediction: The processed image is 

processed through the U-Net network to produce a 

predicted segmentation mask. This mask contains the 

tumor region marked, thus targeting the areas of 

interest with precision at the pixel level. 

Postprocessing: Predicted thresholded mask for 

interpretability purposes (e.g., > 0.5 apply to classify 

as tumor). Mask undergoes binary dilation to 

calculate tumor borders that further improve the 

visualization quality of the segmented areas. 

Results Overlay: It is all the tumor boundary drawn 

onto the original MRI image in red color, colored, to 

make the visualization clearer and more interpretable. 

The enhanced image then gets saved and served to the 

user through the web interface.  

By this means, this system is capable of providing the 

requisite tools for precision tumor delineation to 

clinicians, given that segmentation is real-time and 

has clear boundaries. The same post-processing 

application, such as binary dilation, ensures that 

results are readily interpretable even by users who are 

not very technical. 

 

6.3 Explainable and Customizable Segmentation 

Workflow 
 

Custom loss functions were included in the pipeline 

for segmentation together with custom metrics, 

including Dice Loss, Dice Coefficient, and 

Intersection over Union (IoU), to ensure that the U-

Net algorithm is optimized for the unique challenges 

of tumor segmentation. In essence, tumor areas are 

frequently small and imbalanced compared to other 

brain sections. 
 

Custom Loss Functions: Dice Loss makes sure that 

this model addresses class imbalance by directing it 

to maximum overlapping predicted and the actual 

tumor regions. 

Performance Metrics: Metrics Dices Coefficients and 

IoU provide precise statistics on how much more 

accurate countries are in separating tasks for an 

iterative improvement exercise. All those metrics will 

be incorporated with the Flask application and hence 

would be available for the overall evaluation 

purposes. 

  

6.4 Flask Integration for Real-Time Deployment 
 

The Flask app provides the core of the real-time 

implementation for the classification and 

segmentation models. It offers a very user-friendly 

web interface through which clinicians or researchers 

can input their MRI images and get predictions 

straight through. They are actually seamlessly 

integrated into this application.  
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Classification Endpoint: Users can classify tumor 

types using the /predict_classification route, which 

interacts with the ResNet50 model.  

Segmentation Endpoint: This endpoint, 

/predict_segmentation, handles the U-Net model and 

provides segmentation results along with an improved 

visualization of tumor boundaries. 

Result Presentation: The application simply presents 

results on a webpage, and gives users overlay images 

for segmentation so as to reach the non-technical 

users. 

7. CONCLUSION 
 

7.1 Dual-Architecture Solution for Brain Tumor 

Analysis 

 

To consolidate this, the successful implementation 

was between combined use of ResNet50 for 

classification and U-Net segmentation of brain tumor 

MRI data. This was one powerful outcome to provide 

a full end-to-end solution with diagnosis as an 

accurate tumor classification type, followed by fine 

tumor boundary demarcation. Whether this holds true 

for experiments showed by implementation codes 

preparated the specific concern, medical imaging, out 

of which practicalization can train this tool into 

primary essential workflows in the clinic.  

 

7.2 Performance Highlights and Model Strengths 

 

ResNet50 achieved an impressive classification 

accuracies of 94% distinguishing images showing 

gliomas, meningiomas, pituitary tumors and non-

tumorous images. By using residual connections, 

ResNet50 was able to train a deep network without 

vanishing gradient problems capturing features that 

are really subtle but very important for diagnosis. In 

segmentation, using U-Net a Dice coefficient of 0.88 

was achieved, such a high value reflecting its 

performance in producing tumor masks. Its encoder-

decoder architecture with skip connections have 

allowed the capture of multi-scale features, memory 

of spatial details, thus making it capable in strong 

segmentation of the tumor and areas around it. 

 

7.3 Comparative Analysis and Implementation 

Effectiveness 

 

Outperforming the baseline models in both 

classification and segmentation, these models have 

risen to the occasion. ResNet50 usually did better than 

the other classifiers, VGG16 and InceptionV3, in 

terms of classification accuracy, whereas U-Net had 

higher Dice coefficients compared to FCN and 

PSPNet, emphasizing its ability to tackle complicated 

tumor shapes very efficiently. In addition to using the 

LGG Segmentaion dataset, taken from kaggle, which 

consists of high-quality preprocessing processes like 

intensity normalization and multi-modal imaging 

(FLAIR, T1, T1CE, T2), models significantly 

improved performance. Augmentation such as 

rotation, flipping, and intensity scaling further 

enhanced the power of generalization of the models 

and helped make them strong in different imaging 

conditions. 

 

7.4 Challenges, Future Directions, and Clinical 

Relevance 

 

Although the promising results, there are still 

challenges in generalizing the models to datasets 

other than LGG Segmentaion dataset, taken from 

kaggle,, which feature various level of noise, artifacts, 

and imaging protocol variations. Future work should 

include testing with diverse datasets, optimizing 

hybrid architecture that integrates classification and 

segmentation in single pipeline, and advanced 

techniques such as attention mechanisms and 

transformers. Besides, there is a good opportunity to 

consider a multi-modal fusion with imaging 

modalities like PET or CT to completely cover brain 

tumors' understanding. Indeed, it promises to tackle 

those challenges so that it will soon be realized in 

reality to improve the patients' outcomes and health 

care diagnostic workflow in clinical practice.  

 

It comes promising results, but the challenges remain 

with respect to generalizing the models over datasets 

other than LGG Segmentaion dataset, taken from 

kaggle. Future work should include testing with 

diverse datasets, optimizing hybrid architecture that 

integrates classification and segmentation into a 

single pipeline, as well as employing advanced 

techniques such as attention mechanisms and 

transformers. Besides, there is the opportunity to 

consider a multimodal fusion with imaging modalities 

such as PET or CT to entirely cover the understanding 

of brain tumors. Indeed, it promises to address such 

issues so that soon it is realized in reality to improve 

outcomes for patients and workflows for diagnostic 

testing within clinical practice. 
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