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Abstract: This research seeks to identify and examine the 

key determinants influencing millennials' intention to 

adopt AI-powered chatbots in online service contexts. 

Adopting a quantitative research design, the study 

utilized a structured survey instrument to collect data 

from a sample of 113 millennials, employing a 

convenience sampling technique. The theoretical 

framework for this study is grounded in the Technology 

Acceptance Model (TAM), which has been widely 

utilized to assess user acceptance of emerging 

technologies. This model was extended by incorporating 

two additional factors trust and social influence along 

with the core TAM constructs of perceived usefulness 

(PU) and perceived ease of use (PEOU). 

The results of the study reveal that all four factors (PU, 

PEOU, trust, and social influence) significantly and 

positively influence millennials' intention to adopt AI 

chatbots in online services. Among these, trust was 

identified as the most prominent determinant, suggesting 

that perceptions of reliability and security play a critical 

role in the adoption decision-making process. The 

study's generalizability is limited by the sample size and 

the use of a convenience sampling method. Future 

research should expand the scope by employing a more 

diverse and representative sample that accounts for 

variables such as socio-cultural, technical, and 

socioeconomic factors.  
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1. INTRODUCTION 

      

The rapid digitization of various societal facets drives 

the global landscape. As eCommerce continues to 

experience exponential growth, characterized by an 

increasing volume of online customers and a rapidly 

evolving business environment, it has become 

essential for companies to differentiate themselves 

through enhanced customer service offerings 

(Vijayakumar, Bharathi et al., 2022). In this context, 

the role of chatbots has undergone a significant 

metamorphosis. Once a simple tool, chatbots have 

now become integral to organizations’ strategies to 

maintain a competitive edge. In recent years, the 

integration of chatbots into the online customer 

experience has resulted in seamless interactions, so 

much so that customers often find it difficult to 

distinguish between engaging with an AI-powered 

chatbot and conversing with a human representative.  

 

This shift is particularly noticeable among millennials, 

those born between 1981 and 1996, a generation that 

has grown up in the digital age and relies heavily on 

technology in both personal and professional spheres 

(De Cicco et al., 2020). As the first generation to come 

of age during the smartphone revolution, millennials 

exhibit a strong preference for personalized service, 

coupled with a low tolerance for delays. For them, 

real-time communication—such as live chats—has 

become the preferred mode of customer service, 

offering immediate and informal resolutions to their 

concerns. Chatbots, with their ability to provide 

personalized, on-demand service, are emerging as the 

ideal solution to meet these needs. This level of 

convenience and customization is unattainable 

through traditional customer service channels 

(Nichifor et al., 2021). 

 

Despite the growing prominence of AI-driven 

chatbots, there remains a notable gap in quantitative 

research exploring the factors that influence consumer 

comfort and trust in interacting with such technologies 

(Sun et al., 2023). The present study seeks to address 

this gap by investigating the determinants that shape 

millennials' perceptions and adoption of AI chatbots in 

the customer service sector. Specifically, it aims to 

understand how factors such as perceived usefulness 

(PU), perceived ease of use (PEOU), trust, and social 

influence impact millennials' intentions to adopt AI 

chatbots (Charlton, 2013).  

 

Chatbots, as AI-powered conversational agents, are 

increasingly replacing live chat representatives in 

many customer service interactions. Millennials, 

accustomed to interactive and user-friendly 

technologies, value the convenience, accessibility, and 

efficiency that chatbots provide (Chung et al., 2020). 
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In eCommerce, the rise of AI chatbots has 

significantly enhanced customer service by 

streamlining operations, addressing queries, and 

offering personalized suggestions, thus improving 

both customer satisfaction and operational efficiency 

(De Cicco et al., 2020). 

 

This research employs the well-established 

Technology Acceptance Model (TAM) proposed by 

Davis (1986) to explore how PU, PEOU, trust, and 

social influence shape millennials' readiness to engage 

with AI chatbots. The study targets millennials—a 

demographic group that is the most tech-savvy and the 

largest consumer base in the market today (Lantos, 

2014). By adopting a quantitative approach and 

surveying millennials who have interacted with 

chatbots for online services, the study aims to 

contribute to the growing body of literature on AI 

chatbot adoption in eCommerce.Ultimately, this 

research seeks to offer valuable insights into the 

factors driving chatbot adoption among millennials, 

providing both theoretical and practical 

recommendations for eCommerce businesses looking 

to optimize their AI-powered customer service 

solutions. 

 

LITERATURE REVIEW 

 

In today’s dynamic landscape, modern organizations 

are increasingly confronted with a rapidly evolving 

environment (Setiawati et al., 2022), guided by 

advances in information and communication 

technology (Stojanov, 2019). As businesses strive to 

remain competitive, they are integrating digital 

touchpoints into the consumer journey, enhancing 

customer relationships and optimizing purchasing 

processes (Hagberg et al., 2016). In response to the rise 

of online shopping, companies are improving the 

online customer experience by incorporating AI-

driven technologies such as personalized 

recommendation systems, virtual shopping assistants, 

and electronic service agents. Among these 

innovations, AI-powered chatbots stand out, 

transforming traditional service interfaces from 

human-centered to technology-centric models 

(Castillo et al., 2021). The increasing consumer 

preference for digital interactions has amplified the 

role of AI chatbots in business. 

 

These virtual assistants are not only replacing human 

agents, but also creating  meaningful, seamless 

connections with customers, offering personalized, 

real-time support (Selamat & Windasari, 2021). As 

artificial intelligence continues to evolve, the adoption 

of chatbots has surged, particularly among millennials, 

who prefer chat-based support for customer service 

(De Cicco et al., 2020). Understanding the 

psychological and emotional needs of young 

consumers, who form a significant portion of online 

shoppers, is essential for businesses aiming to harness 

the potential of AI chatbots. Millennials expect 

smooth, personalized digital interactions, and chatbots 

can meet these expectations by offering one-to-one 

conversations, product recommendations 

(Sidlauskiene et al., 2023), and facilitating 

transactions.   

 

A nuanced understanding of millennial preferences, 

perceptions, and trust in automated systems is crucial 

for businesses looking to refine their chatbot 

strategies. This study aims to investigate the factors 

influencing millennials’ interactions with AI chatbots, 

ultimately helping online enterprises improve 

customer satisfaction and boost sales. The Technology 

Acceptance Model (TAM), introduced by Davis 

(1986), is widely recognized as a robust framework for 

understanding user acceptance of new technologies 

(Liu et al., 2012). According to TAM, key factors such 

as perceived ease of use (PEOU), perceived usefulness 

(PU), and user attitudes toward technology, combined 

with outcome factors like behavioral intention and 

actual usage, help explain how and why users adopt 

new technologies (Davis, 1986). Among these, PU and 

PEOU are critical determinants that influence 

technology adoption, either directly or indirectly 

(Marangunić & Granić, 2015). PU refers to the degree 

to which users believe a technology will enhance their 

performance, while PEOU is the extent to which a 

technology is perceived as easy to use. 

 

Over time, TAM has been expanded to incorporate 

additional constructs that better explain technology 

acceptance in specific contexts (Zhang et al., 2008). In 

this study, we aim to extend the basic TAM framework 

by adding factors that shed light on millennial 

consumers’ intentions to use chatbots for online 

customer service. Taylor & Todd (1995) conducted a 

comparative evaluation of the Theory of Planned 

Behavior (TPB) (Ajzen, 1991) and the Theory of 

Reasoned Action (TRA) (Fishbein & Ajzen, 1975), 

highlighting the influence of subjective norms—social 

expectations—on the intention to adopt technology. 

This influence was particularly strong among those 

with little prior exposure to the technology. As 

familiarity with technology grows, individuals 

become more tuned to societal expectations, which in 



© December 2024 | IJIRT | Volume 11 Issue 7 | ISSN: 2349-6002 

IJIRT 170621   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY    1044 

turn influences their technology usage decisions. 

 

One of the most critical factors in determining the 

intention to use AI chatbots is trust. Numerous studies, 

including those by Gatzioufa & Saprikis (2022), have 

shown that trust plays a crucial role in users’ 

acceptance of new technologies. Dahlberg et al. (2003) 

demonstrate that trust enhances the Technology 

Acceptance Model, suggesting that users are more 

likely to adopt new technologies if they trust the 

system. Trust influences both the direct and indirect 

factors of technology acceptance, including user 

attitudes toward online interactions (Pavlou, 2003). 

Since chatbots are still a novel technology for many, 

trust becomes a significant mediator in shaping users' 

attitudes and intentions towards their use (Kasilingam, 

2020). 

 

Furthermore, recent research has shown that attitudes 

toward technology do not always fully mediate the 

relationship between intention and actual usage 

(Karim & Islam, 2023). This study adopts a revised 

version of the TAM model  focusing  on the direct 

relationship between intention and usage. This 

approach aligns with TAM’s foundational premise 

that intention is a strong predictor of actual use (Davis, 

1989). By simplifying the research framework to 

concentrate on the factors influencing intention, we 

aim to provide actionable insights into how businesses 

can optimize their chatbot strategies to better serve the 

millennial consumer. 

 

 

(proposed model) 

 

Perceived Usefulness (PU) 

 

Perceived Usefulness (PU) is a key concept in 

understanding technology adoption, defined by Davis 

(1989) as the degree to which an individual believes 

that using a particular application system will enhance 

their performance, whether in their professional or 

personal life. Expanding on this, Ajzen (1991) and 

Rouibah et al. (2011) describe PU as the extent to 

which potential users perceive that utilizing a given 

information technology will lead to significant 

benefits. In their seminal work, Davis et al. (1992) 

defined PU as consumers' perceptions concerning the 

outcome of an experience, emphasizing the impact of 

these perceptions on technology adoption.Moreover, 

PU has been shown to directly influence user intention 

to engage with a system, as individuals are more likely 

to adopt technology they believe will improve their 

task performance (Ajzen, 1991; Chen et al., 2007). As 

a key predictor in the early stages of innovation 

adoption (Revels et al., 2010), PU is often seen as a 

crucial factor in driving technology acceptance, 

particularly when the technology is perceived as 

beneficial to the user’s efficiency and effectiveness.In 

the context of  AI-driven chatbots, PU remains an 

essential attribute. With the increasing integration of 

creative and innovative technologies in everyday life 

(Tan & Lim, 2023), these systems must demonstrate a 

clear and tangible benefit to users in order to facilitate 

adoption. In the case of chatbots, their primary 

function is to assist consumers by providing accurate, 

timely information that addresses user queries or 

resolves issues, thereby enhancing overall customer 

satisfaction and improving the efficiency of online 

interactions. Thus, the perceived usefulness of a 

chatbot is integral to its successful adoption and 

utilization by users. 

 

Perceived Ease of Use (PEOU) 

 

Perceived Ease of Use (PEOU), as defined by Davis 

(1989), refers to the extent to which a potential user 

expects that interacting with a system will require 

minimal effort. Venkatesh (2000) offers a similar 

perspective, describing PEOU as an individual's 

perception of the level of difficulty involved in 

learning and using the innovation. Expanding on this, 

Morosan (2012) explains that people are more likely 

to adopt a new technology if they perceive it as simple 

and easy to use. According to Davis et al. (1992), a 

system is considered useful if it simplifies the user 

experience, facilitating ease of use. An effective 

system is one that aligns with the user's intrinsic 

motivation to engage, making the experience seamless 

and intuitive. Rahi et al. (2018) emphasize that ease of 

use is a critical predictor of customer acceptance of 

technology, underscoring its importance in driving 

adoption. A user-friendly system is inherently more 

attractive, holding the potential to draw in consumers 

and encourage sustained use (Tan & Lim, 2023). For 

a chatbot system, it is therefore essential to incorporate 

features that are intuitive, easy to navigate, and user-

centric, in order to enhance adoption and foster deeper 

engagement in the online environment. By reducing 

the cognitive load and effort required from users, a 
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chatbot can effectively encourage interaction and 

drive positive user experiences. 

 

Social Influence (SI) 

 

Social Influence (SI), as defined by Venkatesh et al. 

(2003), refers to the perceived pressure from 

significant others to adopt new technology. This study 

posits that the opinions of peers play a crucial role in 

technology acceptance, as individuals, driven by a 

desire for validation from respected circles, are often 

inclined to conform to the technology preferences of 

those around them. During the COVID-19 pandemic, 

there was a notable surge in the adoption of AI-driven 

business applications, including chatbots, as 

organizations rapidly embraced digital solutions to 

meet new demands (Gkinko & Elbanna, 2023). The 

commercial demand for chatbots remains strong, 

driven by their numerous benefits, prompting 

businesses to actively promote chatbot adoption 

among their customers (Xu et al., 2022).While Davis 

(1986) did not establish a direct link between social 

influence and technology usage, later research, 

including Addis's work, demonstrated that subjective 

norms, such as SI, have an immediate impact on users' 

intention to adopt new technology. Venkatesh & Davis 

(2000) and Venkatesh & Bala (2008) further expanded 

the Technology Acceptance Model (TAM), 

emphasizing the role of social influence in shaping 

technology adoption. According to their framework, 

the perceived usefulness of a technology mediates the 

influence of social norms on adoption decisions. In 

line with this, Gatzioufa & Saprikis (2022) found that 

social influence significantly impacts individuals' 

decisions to adopt and use chatbots, highlighting the 

powerful role of peer opinions and societal 

expectations in the acceptance of emerging 

technologies. 
 

Trust in AI Chatbots 
 

Previous research has consistently highlighted the 

critical role of trust in the adoption of new 

technologies (Dhagarra et al., 2020; Shahzad et al., 

2019; Silva et al., 2023). Trust is fundamentally 

established when users believe their vulnerabilities 

will not be exploited during risky online interactions 

(Aljazzaf et al., 2010; Corritore et al., 2003), and is 

closely tied to concerns around privacy protection 

(Bhattacherjee, 2002). In e-commerce, trust plays a 

pivotal role in shaping user behavior, influencing 

whether to engage with online platforms (Gefen & 

Straub, 2003; Holsapple & Sasidharan, 2005). Trust is 

equally important in both human-to-human and 

human-to-computer interactions (Agarwal, 2021).In 

recent years, the role of trust in AI-powered chatbots 

has gained increasing attention. Unlike traditional 

non-AI technologies, AI-powered chatbots engage 

users through natural language processing, fostering a 

sense of social presence and friendliness that mimics 

human interaction (Koponen & Rytsy, 2020; Pizzi et 

al., 2021; Potdar et al., 2018). This human-like 

interaction enhances users' trust in the technology, as 

people tend to trust technologies that exhibit social 

presence (Ogonowski et al., 2014). Interestingly, users 

often find it difficult to distinguish between 

interactions with chatbots and real humans (Candello 

et al., 2017), perceiving chatbots as human-like 

entities (Nordheim et al., 2019). This phenomenon, 

known as “anthropomorphism”, further strengthens 

the emotional aspect of trust, as users tend to attribute 

human qualities to chatbots, enhancing their sense of 

connection and reliability (De Visser et al., 2016; 

Mostafa & Kasamani, 2022; Pizzi et al., 2021). 

Building on Eren’s (2016) work on the importance of 

trust in technology adoption, this study proposes that 

trust is a key determinant in shaping user satisfaction 

with chatbot services. By fostering a sense of security, 

privacy, and human-like interaction, trust significantly 

influences how users perceive and interact with 

chatbot technologies, ultimately affecting their overall 

satisfaction and willingness to adopt such services 

(Eren, 2021). 

 

METHODOLOGY 

 

Population and Sampling 

 

The research focused on the millennial demographic, 

defined as individuals aged 28 to 43, residing in Puri 

district, with prior knowledge of chatbots. The study 

employed convenience sampling, a non-probability 

sampling technique where participants are selected 

based on their ease of access or availability to the 

researcher (Bryman & Bell, 2015). The final sample 

size consisted of 113 participants. 
 

Data source and collection 

This study collected primary data to obtain accurate 

and relevant information for the research objectives. 

According to Hox and Boeije (2004), primary data 

refers to data collected specifically for the study's 

focus, contributing new insights. The research 

employed a cross-sectional survey design, using self-

administered questionnaires. Non-probabilistic 

convenience sampling was employed to select 

participants, targeting millennials with prior 
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knowledge of chatbots. Participants were recruited 

through various channels, including social media 

platforms (LinkedIn, Facebook, WhatsApp), online 

forums, email, and in-person meetings. While this 

approach provided access to the target demographic, 

the study acknowledges the potential for selection bias 

inherent in convenience sampling. 

 

Questionnaire development 

 

Data for this study were collected using a standardized 

questionnaire that employed a 5-point Likert scale 

(Likert, 1932), ranging from 1 = "Strongly Disagree" 

to 5 = "Strongly Agree." The questionnaire was 

structured into two sections. The first section collected 

demographic information from the participants, while 

the second section measured key variables, including 

Perceived Usefulness (PU), Perceived Ease of Use 

(PEOU), Social Influence (SI), and Trust (TRUST). 

This design facilitated the systematic collection of 

both participant characteristics and attitudinal 

responses related to the study's focus on chatbot 

perceptions. 

    

RESULTS AND DISCUSSION 

Reliability Analysis 

 

Cronbach’s alpha is commonly used by researchers to 

assess the reliability, or internal consistency, of 

measurement scales (Amirrudin et al., 2020). In this 

study, Cronbach’s alpha values for all constructs 

exceeded the recommended threshold of 0.7, 

indicating a strong level of internal consistency and 

reliability in the measurement of the variables (Zeller, 

2005). 

 

Regression Analysis 

According to Petchko (2018), multiple regression is a 

preferred method for analyzing data as it allows 

researchers to assess the influence of multiple 

independent variables on a dependent variable and 

determine their relative significance. In this study, the 

coefficient of determination (R²) was found to be 

0.664, indicating that 66.4% of the variance in the 

dependent variable can be explained by the 

independent variables included in the model. 

Additionally, the adjusted R-squared value of 0.651 

provides further evidence of the model's accuracy and 

robustness. 

       

Model Summary 

 

Model 

 

R 

 

R Square 

 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Change Statistics 

R 

Square 

Change 

F 

Change 

 

df1 

 

df2 

Sig. F 

Change 

1 .815a 0.664 0.651 0.56365 0.664 53.274 4 108 0.000 

 

ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 

1 

Regression 67.702 4 16.926 53.274 <.001 

Residual 34.312 108 0.318   

Total 102.014 112    

  (ANOVA analysis) 

DISCUSSION 

 

Finally, we conclude that both Perceived Usefulness 

(PU) and Perceived Ease of Use (PEOU) significantly 

contribute to explaining the variable Behavioral 

Intention (BI) to use chatbots. These findings suggest 

that individuals are more likely to adopt chatbots when 

they perceive them as useful and easy to use. In 

addition, the influence of Social Influence (SI) on 

millennials' intention to use chatbots was found to be 

significant. This aligns with previous studies (Kabir & 

Islam, 2021; Trapero et al., 2020; Melián-González et 

al., 2021), which demonstrate that individuals are 

more inclined to accept new technologies when they 

receive positive recommendations from peers and 

influencers. This phenomenon is further evidenced by 

Constructs Cronbach's Alpha Value 

PU .901 

PEOU .879 

SI .857 

TRUST .889 

OIUAC .898 



© December 2024 | IJIRT | Volume 11 Issue 7 | ISSN: 2349-6002 

IJIRT 170621   INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY    1047 

the adoption of popular smartphone applications such 

as Telegram and Twitter, which have gained 

significant traction due to favorable social influence 

(Kuberkar & Singhal, 2020). Moreover, according to 

Kuberkar and Singhal (2020), similar to other online 

services, consumers' eagerness to interact with a 

chatbot system is heavily influenced by their 

perceptions of the chatbot's trustworthiness, 

dependability, and accuracy. Despite various 

challenges, chatbots hold considerable potential for 

enhancing the quality of customer service (Zhou, 

2023). Our findings suggest that, when implemented 

properly, chatbots can provide more value and support 

in the field of online service. 

CONCLUSION 

 

In the domain of online customer service, chatbots, 

though still in their developing stages (Kasilingam, 

2020), present considerable potential as tools for 

improving customer service (Mohd Rahim et al., 

2022). This study aims to explore the perceptions of 

millennials regarding the adoption of chatbots for 

customer service in online services. The findings 

revels the relevance of the Technology Acceptance 

Model (TAM) (Davis, 1989) in elaborating individual 

attitudes and intentions toward adopting emerging 

technologies.  

 

Our model accounts for over 65% of the variance in 

Behavioral Intention (BI) in using chatbots, providing 

a framework for understanding the factors that guide 

chatbot adoption. Specifically, the study reveals that 

millennials' willingness to engage with online chatbots 

is primarily influenced by Perceived Usefulness (PU), 

Perceived Ease of Use (PEOU), Social Influence (SI), 

and Trust. Among these, Trust and PEOU emerge as 

the most significant determinants. Millennials view AI 

chatbots as advantageous tools for simplifying online 

purchases experience. The  user-friendly nature of 

chatbots, as reflected in PEOU, significantly increases 

their appeal, making them more likely to be adopted. 

Furthermore, Social Influence from peers, family, and 

colleagues plays a pivotal role in shaping their 

attitudes toward chatbot use, highlighting the 

importance of social networks in technology adoption. 

Trust is identified as a critical factor in determining 

millennials' readiness to embrace chatbots.By 

understanding the key drivers of chatbot adoption, e-

businesses can monitor their strategies to better align 

with consumer satisfaction and maximize the 

effectiveness of AI-driven customer service 

technologies. 
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